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Abstract (English)

The field of cold molecular ions is a fast growing one, with applications in high resolution spec-
troscopy and metrology, the search for time variations of fundamental constants, cold chemistry
and collisions, and quantum information processing, to name a few. The study of single molecu-
lar ions is attractive as it enables one to push the limits of spectroscopic accuracy. Non-destructive
spectroscopic detection of molecular ions can be achieved by co-trapping with an easier to detect
atomic ion. The ion chain has coupled motion, and transitions which change both the internal
and motional states of the molecule can be detected on the atomic ion as a change its motion.
Scattered photons of the mid-IR rovibrational transitions in molecular ions are less energetic than
those of the optical transitions in atomic ions, and are thus less likely to change the motional state
of the ion crystal. This thesis proposes to adiabatically relax the trapping potential, called adia-
batic cooling, when performing rovibrational excitations of the molecular ion to reduce the energy
spacing of the harmonic motional levels, thus increasing the likelihood of a motional transition.

The work presented in this thesis covers the implementation of adiabatic cooling for the ap-
plication of rovibrational spectroscopy on single molecular ions. This entailed constructing and
testing a new DC supply capable of employing adiabatic ramps of the ion’s axial frequency on
the 100’s of µs timescale. The DC supply went through several iterations to reduce the volt-
age noise output, which translates into unwanted motional excitation (heating) of the ions in the
trap. Non-destructive detection relies on motional excitation coming only from optical excitation,
thus it was necessary to characterize how the DC supply noise contributed to unwanted heating.
Characterization of four different supply iterations was carried out for axial trap frequencies of
a single 40Ca+ ranging from 68 kHz to 509 kHz, and reduction of the heating rates was observed
for each successive improvement of the DC supply. The supply’s output noise spectrum has been
directly connected to the measured heating rates, almost perfectly fitting existing heating rate
theory. Further, the same model successfully predicted the heating rates of the in-phase mode
of a two-ion crystal, indicating that we can use it to predict the heating rates in experiments on
molecule-atom chains.

Adiabatic cooling experiments with total ramp times of 290 µs, 20-times faster than previous
experiments, have been subsequently carried out, and show that heating due to technical noise
is the main limitation in how low we can cool the ions. Results with the out-of-phase mode of
a two-ion crystal demonstrate cooling with an axial frequency reduction of a factor of 12, with a
mode temperature reduction of at least a factor 7. This results in a mode temperature of about
800 nK at the bottom of the ramp. Lastly, by reducing DC supply noise, I show reduction of the
axial frequency below 50 kHz with nearly no motional gain is possible with some optimization.

Rovibrational transitions in 24MgH+ are only known to the 1.5 GHz level compared to their
Hz-linewidths. Simulations for broadband spectroscopy aimed reducing this uncertainty are pre-
sented for a rovibrational transition in 24MgH+. This technique allows for illumination times
much less than the lifetime of the state. Adiabatic cooling is shown to decrease illumination time
further by an order of magnitude for attainable trap parameters. Finally, further applications to
adiabatic cooling for cold chemistry, collisions, and vibration-sensing are presented.
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Resumé (Dansk)

Forskningsfeltet kolde molekulære ioner er under kraftig udvikling og medfører anvendelsesmu-
ligheder, såsom højopløsnings spektroskopi og metrologi, eftersøgning af variationer i de fun-
damentelle fysiske konstanter, kold kemi og kollisioner, kvanteinformationsmetoder og mange
andre. Undersøgelsen af enkle molekulære ioner er interessant da den fører til at grænsen for
spektroskopisk præcision flyttes. Ikke-destruktiv spektroskopisk detektion af overgange i enkle
molekylære ioner kan blive opnået ved hjælp af en ko-indfangning af en atomisk ion der er lettere
at måle. Kæden af ioner har en sammenkoblet bevægelse, og overgange der ændrer både indre og
bevægelsesmæssige tilstande for molekylet kan blive målt på den atomiske ion som en ændring af
dens bevægelse. Spredte fotoner fra de mellem-IR rovibrationelle overgange i molekylære ioner
har mindre energi end dem der skyldes optiske overgange i atomisker ioner, og det er derfor
mindre sandsynligt at disse vil ændre bevægelsestilstanden for den ioniske krystal. I denne tese
foreslår jeg at adiabatisk afslappe potentialet for ion-fælden, imens rovibrationelle eksitationer
af den molekylære ion foretages, så energiafstanden mellem de harmoniske bevægelsesniveauer
fører til en større sandsynlighed for en bevægelsesmæssig overgang. Denne adiabatiske åbning
af potentialet for ion-fælden kaldes adiabatisk køling.

Denne tese omhandler udviklingen af adiabatisk køling for at foretage direkte rovibrationel
spektroskopi på enkle molekulære ioner. Dette indebar konstruktion og afprøvning af en ny DC
strømforsyning der kan understøtte adiabatiske ramper for ionens aksiale frekvens over 100’eder
af µs. Strømforsyningen gik igennem flere udviklinger for at reducere støjen i den genererede
spænding, der fører til uønskede eksitationer (opvarmning) af ionen i fælden. Ikke-destruktiv
detektion er afhængig af den bevægelsesmæssige eksitation kun skyldes det optiske felt, og det
var derfor nødvendigt at karakterisere hvordan strømforsyningen førte til den uønskede op-
varmning. Fire udgaver af strømforsyningen var karakteriseret for aksiale fælde frekvenser for
enkelt 40Ca+ i området fra 68 kHz til 509 kHz, og opvarmningensraterne blev reduceret for hver
forbedrede version. Strømforsyningens udgangsstøjspektrum er blevet direkte forbundet til den
målte opvarmningsrate, hvilket næsten passer perfekt med den eksisterende teori for disse op-
varmingsrater. Den samme model forudsagde også opvarmningsraterne for i-fase tilstanen af
to-ion krystaller, hvilket indikerer at vi kan bruge denne model til at forudsige opvarmningsrater
i eksperimenter med molekyle-atom kæder.

Eksperimenter med adiabatisk køling over 290 µs — 20 gange hurtigere end tidligere eksperi-
menter – er yderligere blevet udført. Dette viser at den tekniske støj er den største begrænsning i
hvor kraftigt vi kan køle ionerne. I forsøg med ude-af-fase tilstande for to-ion krystaller lykkedes
det at demonstere køling med en reduktion i aksial frekvens med en faktor 12 med en reduktion i
tilstandstemperatur på mindst faktor 7. Dette resulterer i en tilstandstemperatur på omkring 800
nK på bunden af rampen. Endeligt viser jeg en reduktion i aksial frekvens mindre end 50 kHz er
mulig ved at reducere støjen af DC strømforsyningen, næsten uden at tilføre bevægelsesmæssig
energi.

Rovibrationelle overgange i 24MgH+ er kun bestemt med en præcision på 1.5 GHz i forhold
til deres enkelt-Hz liniebredde. Jeg viser simulationer af bredbåndsspektroskopi udviklet til at
reducere denne usikkerhed for rovibrationelle overgange i 24MgH+. Denne teknik tillader illumi-
nation i meget kortere tid end tilstandens levetid. Adiabatisk køling fører yderligere til at illumi-
nationen kan gøres en størrelsesorden kortere for mulige ion-fælde parametre. Endeligt beskrives
yderligere anvendelser for adiabatisk køling for kold kemi, kollisioner og vibrationsmålinger.
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Chapter 1

Introduction

When quantum mechanics was first developed, its founders could hardly imagine experimenting
on single quantum systems. In 1952, Schrödinger himself wrote,

"We never experiment with just one electron or atom or (small) molecule. In thought experi-
ments we sometimes assume that we do; this invariably entails ridiculous consequences...it is
fair to state that we are not experimenting with single particles, any more than we can raise
Ichthyosauria in the zoo." [1]

But perhaps it is exactly these ’ridiculous’ consequences that make the field of ion trapping such
a rich one. Not long after Schrödinger wrote this, the first ion traps were built: a Paul trap in
1954 by Wolfgang Paul [2] and a Penning trap in 1959 by Hans Dehmelt1 [3]. Both Dehmelt and
Wolfgang Paul would go on to share the Nobel prize in 1989 "for the development of the ion trap
technique [4]."

With the development of Doppler laser cooling [5] in 1975, it became possible to localize and
image trapped ions, and the first single ion, Ba+, was imaged in 1980 in the group of Peter Toschek
[6]. The existence of quantum jumps, of which Schrödinger was debating the existence when
he penned his infamous quote, was still debated by 1985 [7]; however, the debate ended when
they were observed in Dehmelt’s group, followed closely by Wineland’s group and Toschek’s
group, all in 19862 [8–10]. Wineland would go on to share the Nobel prize in 2012 "for ground-
breaking experimental methods that enable measuring and manipulation of individual quantum
systems [11]."

Quantum jumps are a hallmark of single quantum systems, where the state of the system
’jumps’ between two eigenstates. In trapped ions they can be observed when a typically fluoresc-
ing ion decays into a metastable state. The ion is dark until decaying and fluorescing again. The
resulting fluorescence signal has discrete steps, random in time. This was challenging to accept
initially since quantum optics theory was continuous in time. However, the existence of quantum
jumps are also what make detection in single-ion systems so efficient—the absorption of a single
photon on a narrow transition can be detected by purposely ’shelving’ the ion in the metastable
state [13]. By not scattering any photons once shelved, the single photon absorption event is am-
plified into a macroscopic signal. As such, there is no loss in spectroscopic precision as the result
of detection.

This is not the only aspect of laser-cooled ions that make them attractive candidates for spec-
troscopy. As spectroscopic systems, the sub-millikelvin laser-cooled ions nearly reach the ideal

1This was in fact used to trap electrons, initially.
2Actually, quantum jumps were observed earlier, but not recognized for what they were [7].

1
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Little known fact: Ichthyosauria can also be found lurking in quantum harmonic wells.
Ichthyosaur image credit: [12]

of a single atom at rest in free space [14], as at the center of the trap, the trapping fields vanish.
Further, when the ion is cooled into the Lamb Dicke regime, or in other words, cooled into the
regime where the wavelength of the exciting field is much larger than the extent of the wave-
function of the ion, first order Doppler broadening vanishes. These properties, along with the
ability to employ long integration times due to long storage times3 and their relative isolation
from their environments, make ions ideal tools for high precision spectroscopy. The attainability
of high precision4 combined with the ability to observe quantum interference effects lead to the
development of the first optical atomic clock, created at NIST from a single 199Hg+ ion, with frac-
tional frequency instability of 7× 10−15, significantly lower than microwave atomic clocks [15].
This clock has been surpassed by newer ion trap clocks, which now reach uncertainties of order
10−18 [16, 17].

The cooling of ions to their ground state of motion by means of sideband cooling was pro-
posed by Wineland and Dehmelt in 1975 and demonstrated first by Diedrich, et al. in 1989 [18].
Ground-state-cooled ions opened the door to the fully coherent control of single and few ions’
internal and motional states. The coherent control of these transitions, coupled with long lifetime
states, has made ions a choice also for quantum information. In addition, ground state cooling
reduces the second order Doppler shift, and can be used to reduce the uncertainty due to this
shift in atomic clocks by a factor of 50 [19].

These experiments, however, could only be undertaken for a small subset of atomic ions,
due to available optical transitions suitable for Doppler cooling. This left out studies of many
atomic and practically all molecular ions5. This problem is solved by sympathetically cooling [21]
inaccessible species by cooling a co-trapped accessible species. This works because co-trapped
ions share motional modes due to the Coulomb interaction pushing them apart combined with
the harmonic trapping potential pushing them together. In 1995, the first sympathetically cooled
molecular ions were reported by T. Baba and I. Waki [22], and in 2000, the first Coulomb crystals
of sympathetically-cooled molecular ions were reported by Mølhave and Drewsen [23].

With cold molecular ions, an expanded realm of physics can be studied. For example, high res-
olution spectroscopy [24, 25] of molecular ions sheds insight on molecular structure, and enables
theorists to evaluate their models. High resolution spectroscopy can also be used for searching
for the time variation of fundamental constants, for which molecular ions are often better choices
than atomic ions [26, 27]. For experiments cold chemistry, reactions with laser-cooled molecular
ions can shed light on the role of quantum mechanics in reaction dynamics, as at temperatures un-

3The same single ion can be used for years.
4Coupled with the development of optical frequency combs [5]
5Though a few schemes to exist for the direct laser cooling of molecular ions [20], they are generally either complex

or require a low starting temperature.
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der 1 K, quantum effects begin to play a major role [28, 29]. Further, the study of cold chemistry
with molecular ions helps evaluate models for ion-neutral reactions, which play an important
role in astrochemistry [30,31]. For quantum computation, molecular ions hold interest due to the
possibility of magnetic-field insensitive transitions and large state space with many long-lived
states [32–35]. For the same reason, molecules may also be good candidates for metrology [36].

Molecular ions have, for the most part, been studied in mixed-species Coulomb crystals thus
far. These crystals suffer from a few limitations. One is that in a Coulomb crystal, the outer ions
experience more micromotion, and the crystal temperatures reached are higher than those achiev-
able with single ions, limiting the precision of spectroscopy. Further, in these experiments, mea-
surement often takes place destructively, for example by photo-dissociation [37,38], reaction [23],
or ion ejection [39]. This means that for each measurement, the ion trap must be reloaded with
new ions—very different from keeping the same ion for a year. Lastly, the large state space of a
molecular ion has, in a room-temperature trap, a population distributed throughout the rotational
levels, and, in heavier molecules, the vibrational levels as well. While a number of techniques
have been developed to prepare a Coulomb crystal in a specific state, including laser-induced ro-
tational cooling [40–42] and buffer gas cooling [43], these methods do not prepare any state with
100 % efficiency.

Going to a ground-state cooled single molecular provides a number of advantages. Firstly,
the ultimate spectroscopic resolution comes with a ground-state cooled single molecular ion. We
can sympathetically sideband cool the molecular ion with the atomic ion, as has been demon-
strated by [44–47]. This also allows us to implement a detection scheme called quantum logic
spectroscopy [48], where the state of the molecular ion can be mapped onto the shared motion
between the atomic ion and molecular ion. By performing motional state dependent detection on
the atomic ion, the state of the molecular ion can be inferred, thereby enabling non-destructive de-
tection. This technique has been implemented in two molecular ion experiments: one which per-
formed electronic spectroscopy of 24MgH+ [49], and one which performed Zeeman spectroscopy
in CaH+ [47]. This technique can be further used to implement state preparation with near-
unity preparation [50, 51], and was demonstrated for Zeeman state-preparation in CaH+ [47].
State preparation enables more efficient spectroscopy, state-prepared chemistry [28], and possi-
bly quantum logic [34].

Our goal is to use this technique to perform direct rovibrational spectroscopy of 24MgH+. In
24MgH+, the lowest-lying rovibrational transitions have wavelengths in the mid-infrared, on the
order of 6 µm. In contrast, the ion which we use for sympathetic cooling and readout is 40Ca+.
Its sideband cooling and shelving transition has a wavelength of 729 nm. These two wavelengths
are an order of magnitude different.

This is important because to perform quantum logic spectroscopy, it is necessary to change
the motional state of the two-ion chain by at least one motional quanta—once with the molecular
ion, and once with the atomic ion. Because it carries a larger momentum, a scattered photon at
729 nm is much more likely to kick the state one rung up the harmonic oscillator than a scattered
photon at 6 µm is. This likelihood of a scattering event providing a sufficient kick is described by
the square of the Lamb Dicke parameter

η2 ∝
(

2π

λ

)2 h̄
2mωz

where λ is the wavelength of the light and ωz is the trap’s harmonic frequency. Thus, we see that,
given all else is the same, the 24MgH+ ion is 100 times less likely to scatter with a momentum
change than 40Ca+ is. This reduced probability to scatter on 24MgH+ slows the total measurement
down. To speed up the measurement, we can increase η for 24MgH+.
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We can do this by decreasing ωz. By reducing the trap confinement, we increase the Lamb
Dicke parameter. However, it is advantageous to cool and to measure 40Ca+ at high ωz, so we
need to change ωz in between cooling on 40Ca+, measuring on 24MgH+, and measuring on 40Ca+.
This process is called adiabatic cooling because if we adiabatically expand the potential, the mo-
tional state population does not change but the kinetic energy and thus the temperature are re-
duced.

While adiabatic cooling experiments on single 40Ca+ ions had been previously carried out in
our group prior to the start of my PhD [52], these experiments were limited by the very slow
ramp speeds for ωz, where the entire process, down and up, took 12 ms. In the work presented
in this thesis, I describe the implementation of adiabatic cooling for a timescale 100-times faster
than previously achieved. This involved building, characterizing, and improving a new DC sup-
ply capable of changing the axial potential on these timescales. Further, with the new electronic
supplies, I characterized the ion heating rates, which must be minimized for quantum logic spec-
troscopy, and matched the measured heating rates directly to the output noise of the supply, thus
enabling targeted improvement. In addition, I have performed calculations showing the effect of
adiabatic cooling on broadband rovibrational spectroscopy in 24MgH+.

Outline of the thesis

This thesis is split into five parts. Part I, titled Physics of Ion Trapping, contains three chapters:
Chapter 2, Ion trapping, covers the physics behind confining a single ion in a trap, Chapter 3,
Light-matter interactions, describes how light fields interact with one and two trapped two-level
ions, and Chapter 4, Cooling, describes the theory of cooling and heating in two-level trapped ion
systems.

Part II, Ions in Aarhus, consists of two chapters. Chapter 5, Cooling and detection of 40Ca+,
discusses how the cooling methods presented in the previous part are implemented in our exper-
iment for 40Ca+, and how detection is carried out. In Chapter 6, Cooling and detection of 24MgH+, I
discuss methods to cool the internal and external degrees of freedom of a 24MgH+ ion. I also dis-
cuss the challenge of detection of molecular ions, introducing quantum logic spectroscopy paired
with adiabatic cooling as a method to directly probe rovibrational transitions.

In Part III, Experimental Setup, I describe various aspects of the setup, describing the trap,
chamber, imaging, and related aspects in Chapter 7, Trap setup, and the lasers and their stabiliza-
tion in Chapter 8, Laser systems. In Chapter 9, Trap electronics, I discuss the electronics system,
including the DC supply which I built, programmed, and characterized, and I explain the sub-
sequent DC supply iterations. Lastly, in Chapter 10, Sequence automation, I briefly discuss the
experimental control system.

In Part IV, Experiments with 40Ca+, has two chapters in which I discuss the experiments
that I have undertaken using one or two 40Ca+ or 42Ca+ ions. In Chapter 11, Heating rates, I
show the characterization of the heating rate for different DC supply iterations for varying axial
frequencies. I show that using the heating rate expressions given in the theory section, I can model
the heating rate based on the noise measured out of the DC supply. In Chapter 12, Adiabatic
cooling, I present adiabatic cooling experiments for three different situations: single ions, two
ions, and a single ion using another DC supply iteration, showing promising results for adiabatic
cooling applied to spectroscopy.

Part V, Future Experiments with 24MgH+, consists of two chapters. In Chapter 13, Narrow
spectroscopy, I discuss the future implementation of high resolution rovibrational spectroscopy in
24MgH+ using quantum logic. However, because the rovibrational transition frequencies are only
known to the GHz level, we will first want to perform spectroscopy in a broad regime. Chapter 14,
Broadband spectroscopy, covers the simulations I carried out to model rovibrational spectroscopy
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in 24MgH+ with a broadband light source using adiabatic cooling. I demonstrate that the appli-
cation of adiabatic cooling is expected to decrease the amount of time needed to excite detectable
motional transitions in 24MgH+ by one order of magnitude for typical experimental conditions.

Lastly, I end the thesis in Chapter 15 with a Conclusion and outlook, where I summarize the
thesis and next steps, as well as present other applications for adiabatic cooling.





Part I

Physics of Ion Trapping

7





Chapter 2

Ion trapping

There are several methods for trapping particles. For neutral atoms, traps rely on creating con-
finement via magnetic and/or optical interaction with the atoms [53]. These traps are inherently
limited as the forces are dependent on the atom’s structure and internal state. Ions have an ad-
vantage in that their charge strongly interacts with electromagnetic fields independent of their
internal states. However, Earnshaw’s theorem [54] states that one cannot stably confine a charged
particle by electrostatic interaction alone, which stems from the fact that the Laplace equation for
electrostatic forces must be satisfied

∇2φ = 0 (2.1)

where φ is the electric potential.
There are two major classes of ion traps: Penning traps [55] and Paul traps [56]. Penning traps

use a strong magnetic field in conjunction with a quadrupole electric field to trap ions in an orbit
[57], thereby circumventing the issue with Earnshaw’s theorem. Paul traps, on the other hand,
use a fast oscillating electric field in conjunction with a static electric field to provide confinement.
Most Paul traps are designed with the goal of an approximately quadrupolar potential such that
the motion of the ion in the trap is harmonic. The type of the Paul trap used in the experiments
covered in this thesis is called a linear Paul trap [58]. This chapter will cover the physics of
trapping ions in a linear Paul trap.

2.1 Linear Paul trap

The trap consists of four rods, where each of the four rods is split into three separate electrodes.
Figure 2.1 shows a schematic of the trap. Due to the semi-cylindrical symmetry, the z-direction is
referred to as the trap axis, and the x- and y-directions are both referred to as radial directions.

We can confine an ion in the axial (z) direction by applying a static positive voltage to the
8 electrodes at the ends of the rods (electrodes 1, 4, 7, 10 and 3, 6, 9, 12 in Figure 2.1, called
endcap electrodes) relative to the 4 center electrodes. A positively1 charged ion will see a potential
minimum along the axis at the center of the trap. The electric potential near the center due to the
voltages on the endcap electrodes is given by

φz =
κ

z2
0
(Vend) z2 (2.2)

1Ion trapping generally deals with positively instead of negatively charged ions. While there have been a few experi-
ments trapping negatively charged ions in traps, [59–62] for example, the lack of bound excited states in most negatively
charged atomic ions make them poor candidates for laser cooling [63, 64].

9
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Figure 2.1: Schematic of the linear Paul trap.

where the scaling factor κ is geometrically determined, z0 is half the length of the center electrodes
(see Figure 2.1), and Vend is the voltage applied to the eight endcaps. The equation of motion of
the ion in the axial direction is therefore given by

d2z
dt2 = −2Qκ

mz2
0
(Vend) z (2.3)

where m is the mass and Q is the charge of the ion. This is the equation of motion for a harmonic
oscillator with a frequency of

ωz =

√
2Qκ

mz2
0

Vend (2.4)

With just these DC potentials, the ion is not, however, confined in the radial (x-y) direction.
Radial confinement is achieved by applying an alternating (radio frequency, RF) voltage with
the same phase to diagonal rods while applying an RF voltage of frequency with a 180° phase
difference to adjacent rods

V (ΩRF) = ±
VRF

2
cos(ΩRFt) (2.5)

where the RF voltage’s peak-to-peak voltage is VRF, and its frequency is ΩRF/2π.
To gain an intuitive understanding of how this traps the ion, we can imagine a ball sitting on

a "flapping" saddle potential, as shown in Figure 2.2. If the saddle potential is static, the ball will
roll down the slope and be lost. If it "flaps" at a slow rate, more slowly than the ball moves, the
ball will roll down the slope more quickly than the potential can change and be lost. But if the
potential flaps more quickly than the ball moves, then when the ball starts rolling away from the
center, the potential will flip directions and push it back towards the center. Of course it will then
roll in the other direction, and the potential will flip back to push it back towards the center.

The electrostatic potential in the radial direction is given by the superposition of the potentials
resulting from both the DC and the RF voltages. For an appropriately-chosen geometry (see
f.ex [65]), the field near the trap axis is approximately quadrupolar, and can be expressed as

φx,y = −κVend

2z2
0
(x2 + y2)− VRF

2r2
o
(x2 − y2) cos(ΩRFt) (2.6)

where 2ro is the radial distance between two diagonal rods, as seen in Figure 2.1.
The equation of motion of a single ion in the radial direction takes the form of the Mathieu

equation, and can be written as [66]

d2u
dτ2 + [ar − 2qu cos(2τ)]u = 0 with u = x, y (2.7)
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Figure 2.2: The ball, representing the ion, can be held on top of the saddle if the saddle inverts fast
enough. On the left, we see that the ball wants to fall off the saddle, but to the right, the saddle has
flipped, and the ball no longer will roll in that direction. Instead, it wants to roll perpendicularly.
The ball is kept on the saddle when the saddle flips back to the initial state.

where the dimensionless constants are given by

τ =
ΩRFt

2
, ar = −

4QκVend

mz2
0Ω2

RF
, and qr = qx = −qy = 2

QVRF

mr2
0Ω2

RF
(2.8)

where 2r0 (see Figure 2.1) is the shortest distance between diagonally opposite rods.
The non-diverging solutions to the Mathieu equation give the stable trajectories for the ions.

The shaded regions in Figure 2.3 show which ar and qx,y parameters give table trajectories. This
stability diagram is further modified when considering axial confinement. For a positively char-
ged ion (Q > 0), Vend must be positive for axial confinement, which means that a < 0. The new
stability diagram is shown in Figure 2.4.

When |ar|, |qx,y| � 1, the trajectory can be approximated as [67]

u(t) = u0

[
1− qu

2
cos(ΩRFt)

]
cos(ωrt) (2.9)

where ωr is given by

ωr =
ΩRF

2

√
q2

r
2
+ ar (2.10)

Figure 2.5 shows the ion motion described in Equation 2.9.
The motion of the ion in the trap can be separated into two timescales. In this limit, oscillations

at the frequency ω/2π are called secular motion and are slower and have a larger amplitude than
oscillations at ΩRF, called the micromotion. Because of its small amplitude and fast oscillations,
we can average over the micromotion and describe the radial trapping potential as harmonic

φr =
1
2

mω2
r r2 (2.11)

Along the trap axis, the RF field cancels, so there is no micromotion. Its amplitude grows
with the distance from the RF null line, as is shown in Figure 2.6. If off-axis, the ion will always
experience some micromotion in addition to the secular motion. Excess micromotion can occur,
however, if the ion is pushed off-axis by external fields, imbalances in electrode voltages, or stray
fields due to defects in the trap design. Axial micromotion can also occur due to imbalances in the
RF phases or amplitudes on individual electrodes. This excess micromotion can be compensated
for, as described in Chapter 9.
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Figure 2.3: The shaded areas show the stable solutions for a and q in the radial direction.
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Figure 2.4: Stable a and q parameters for the linear Paul trap.
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Figure 2.5: Blue: normalized motion with q = .49 and a = −.023. While q � 1 does not hold,
these are typical trap parameters for single ion experiments. Red: purely secular motion. Top: x
motion as a function of time. Bottom: x and y motions over the same time period.
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Figure 2.6: Looking along the trap axis, we see how micromotion increases as the ion moves away
from the axis. Figure courtesy of Hans Harhoff Andersen [68].

2.2 Two-ion chains

So far we have only discussed a single ion in a trap, but we wish to trap two ions of different
species at the same time, crystallized along the trap axis. Both the Coulomb potential between
and the differing mass of the two ions add to the complexity of the system, resulting in 6 modes of
motion, two axially and 4 radially, in contrast to the three from the single ion case. These motional
modes are shown schematically in Figure 2.7.

2.2.1 Axial modes

The potential along the z-axis for a two singly-charged ion string in a harmonic trap is given by
the sum of the harmonic potential and the Coulomb potential, producing [69]

V =
1
2

u0(z2
1 + z2

2) +
Q2/4πε0

|z2 − z1|
(2.12)

where u0 = 2Qκ
z2

0
Vend, and z1 and z2 are the ion positions along the axis.

By setting ∂V
∂zi
|
z(0)i

= 0, we can find the mass-independent equilibrium positions, given by [70]

− z(0)1 = z(0)2 =

(
Q2/4πε0

4u0

) 1
3

(2.13)
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Figure 2.7: Motional modes of a two ion crystal, showing the axial modes in (a) and the radial
modes in (b). In both, the top figure shows the in-phase motion, and the bottom shows the out-
of-phase motion.

which results in an equilibrium distance

zeq = z(0)2 − z(0)1 =

(
2Q2/4πε0

u0

) 1
3

(2.14)

We are interested in small displacements of the ions from their equilibrium positions, so we
Taylor-expand the Coulomb potential around them to second order. Defining the displacement
from equilibrium qi = zi − z(0)i , the Lagrangian is given by

L =
1
2

[
2

∑
i=1

mi q̇i
2 −

2

∑
i,j=1

Vijqiqj

]
(2.15)

where Vij is the Taylor-expanded potential given by

Vij =
∂2

∂zi∂zj
V(z1, z2)|{z(0)i }

(2.16)

By changing into mass-weighted coordinates q′i =
√

miqi, we remove the mass-dependence

of the kinetic energy. The potential energy can be rewritten as V′ij =
Vij√mimj

, and the equations of
motion can be solved to find

2

∑
j=1

V′ijβ
α′
j = ω2

αβα′
i (2.17)

This describes two independent harmonic oscillator modes denoted by α, whose oscillation fre-
quencies are given by ωα, and whose eigenvectors are given by βα′. We can calculate the oscilla-
tion frequencies to be

ω2
± =

u0

m1

(
1 +

1
µ
∓
√

1 +
1

µ2 −
1
µ

)
(2.18)
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Figure 2.8: Frequencies of the in-phase and out-of-phase axial modes of a two ion crystal as a
function of mass ratio, normalized to the axial frequency of a single ion of mass m1.

where µ = m2
m1

. For ions of the same mass, ω+ describes the center-of-mass mode, and ω− de-
scribes the breathing mode. In the general case, they describe the in-phase and out-of-phase
modes, respectively.

Their eigenvectors are then found to be

β±′ =
1√

1 + r2
±

(r±, 1) (2.19)

where

r± =
−µ + 1±

√
µ2 − µ + 1

√
µ

We can also define a normalized frequency,

ζ±i =
ω±
ωi

where ωi =
√

u0
mi

is the single ion axial frequency for ion of mass mi given by Equation 2.4,
yielding the equations

ζ±1 =

(
1 +

1
µ
∓
√

1 +
1

µ2 −
1
µ

) 1
2

ζ±2 =
√

µζ±1

(2.20)

Figure 2.8 shows how the in- and out-of-phase normalized mode frequencies vary as a function
µ.
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Figure 2.9: Frequency normalized to the single m1 ion axial frequency, for the radial in- and out-
of-phase modes with ε = 2.

For ions of the same mass, the in-phase mode has eigenvectors of equal amplitude, and the
out-of-phase mode has eigenvectors of opposite amplitude. These correspond to the center-of-
mass (COM) and breathing modes, respectively. The COM mode frequency is equal to the single
ion frequency, and the breathing mode frequency is given by ω− =

√
3ω+.

2.2.2 Radial modes

As with the axial modes, we find in- and out-of-phase modes in the radial direction as well. They
can be calculated in a similar manner, where we find [71]

ω2
r,± = −

(
µ + µ2 − ε2(1 + µ2)∓ s

)
2µ2 ω2

1 (2.21)

where ω1 is the axial frequency of ion 1, as before, where

s =
√

ε4(µ2 − 1)2 − 2ε2(1− µ)2µ(1 + µ) + µ2(1 + (µ− 1)µ) (2.22)

and where ε2 = − q2
r/4ar

The eigenmodes are given by

βr,±′ = N

(
2
√

µ
(

ωr,±2 − ε2

µ2

)
1

)
(2.23)

where N is a normalization factor, such that norm of the vector is 1.





Chapter 3

Light-matter interactions

In our experiments, we use light fields in the form of lasers to address transitions between energy
states in atomic and molecular ions, as well as couple these internal states to the external motional
modes. The following section describes the basic physics behind these light-matter interactions
for an ideal two-level atom in free space, a trapped two-level ion, and two trapped two-level ions.

3.1 Two-level atom in free space

The simplest picture of light interacting with an atom comes when we simplify our system to two
levels split by energy h̄ωa. We can label these two levels as the lower-energy ground state |g〉,
and as the higher-energy excited state |e〉. The atomic Hamiltonian is thus written as

Ha = h̄
ωa

2
(|e〉〈e| − |g〉〈g|)

= h̄
ωa

2
σ̂z

(3.1)

where σ̂z = |e〉〈e| − |g〉〈g|1.
To understand the interaction between the light field and the atom, we must construct the

Hamiltonian Hi describing this interaction. It is simplest to first consider a monochromatic plane
wave, defined as

E(z, t) =
E0

2
ε̂[e−i(kz−ωLt+φ) + ei(kz−ωLt+φ)] (3.2)

interacting with the atom. Here E0 is the amplitude of the electric field, ε̂ is the polarization, ωL
is the frequency of the wave, k = ωL/c is the wavenumber of the light, and φ is the phase of the
light. Note that |Eo|2 = 2I/(εoc) where I is the intensity of the plane wave [72].

For a dipole transition, the coupling can be described by a simple dipole interaction:

Hi = −eẑ · E(z, t) (3.3)

1I define my basis vectors as |g〉 =

(
1
0

)
and |e〉 =

(
0
1

)
. That actually makes this the negative z-Pauli matrix,

compared to the typical representation of the z-Pauli matrix. It does not change the physics, and is just a matter of
notation. If I had defined my basis vectors the other way around, it would match the conventional z-Pauli matrix.
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This Hamiltonian can be re-expressed in terms of the Pauli operators as

Hi =
h̄
2

Ω0 (|e〉〈g|+ |g〉〈e|)
[
e−i(kz−ωLt+φ) + ei(kz−ωLt+φ)

]
=

h̄
2

Ω0 (σ̂+ + σ̂−)
[
e−i(kz−ωLt+φ) + ei(kz−ωLt+φ)

] (3.4)

where the vacuum Rabi frequency Ω0 is given by [73]

Ω0 =
eE0

h̄
〈g|ε̂ · ẑ|e〉 (3.5)

for dipole allowed transitions. Note that we have made the dipole approximation by assuming
that the electric field amplitude is constant over the extent of the electron wavefunction. For
dipole-forbidden quadrupole transitions, Ω0 is approximately [74]

Ω0 =
eE0

2h̄
〈g|(ε̂ · ẑ)(~k · ẑ)|e〉 (3.6)

The total Hamiltonian for the system is given by

H = Ha + Hi (3.7)

Since the atom is at rest, we can neglect kz in Hi as a complex phase. We can now transform into
the interaction picture, in which Hi transforms into

Hi,I =
h̄
2

Ω0

(
σ̂+eiωat + σ̂−e−iωat

) [
ei(ωLt+φ) + e−i(ωLt+φ)

]
(3.8)

As long as the detuning of the light field δ = ωL − ωa is small compared to ωL + ωa, and Ω0 is
small compared to ωa, we can neglect the fast rotating terms, in other words, make the rotating
wave approximation, and simplify HI to

Hi,I =
h̄
2

Ω0

(
σ̂+e−i(δt+φ) + σ̂−ei(δt+φ)

)
(3.9)

We can switch into a frame rotating with the detuning by making the unitary transformation

H′ = UHIU† − Â with U = e
iÂt
h̄ and Â = h̄

2 δσz, yielding the Hamiltonian

H =
h̄
2

(
δ Ω

Ω∗ −δ

)
(3.10)

where Ω = Ω0eiφ. We can now solve the Schrödinger equation to find that the population of the
excited state as a function of time is given by

ρee(t) =
Ω2

0
Ω2

0 + δ2
sin2

(√
Ω2

0 + δ2 t
2

)
(3.11)

assuming that the atom starts in the ground state. The sinusoidal behavior of the population over
time shows how population is coherently transferred to and from the excited state. This is called
Rabi flopping. At a time t = π

Ω0
, called a π-pulse, we get full population transfer from the ground

to the excited state for δ = 0. After a 2π-pulse, we have transferred population completely back
down to the ground state. The time and frequency dependence of Equation 3.11 is depicted
graphically in Figure 3.1.
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Figure 3.1: Excited state population as a function of (a): time and (b): detuning. In (a), Rabi
flopping for δ =0, δ = Ω and δ = 2Ω. In (b), the Rabi spectrum for a
π-pulse, and for a 2π-pulse.

3.1.1 Optical Bloch equations

In the picture discussed in the previous section, a fundamental feature of atomic transitions is
missing: spontaneous emission. Spontanteous emisson is notably absent from a semi-classical
picture of the interaction of light and atoms. If one quantizes the light field, spontaneous emission
appears as the result of the atom interacting with vacuum fluctuations of the light field. For our
purposes, however, it is sufficient to add spontaneous emission in a heuristic manner.

Let us start from the Hamiltonian presented in Equation 3.10. We wish to find the time evo-
lution of the system when acted upon by this Hamiltonian (as briefly covered in the previous
section). The density matrix describing a two-level atom is

ρ =

(
ρgg ρge
ρeg ρee

)
(3.12)

where the diagonal terms represent the population in the ground and excited states, and the off-
diagonal terms are their coherences. The time evolution of this density matrix with the Hamilto-
nian is governed by the von Neumann equation, and results in

d
dt

(
ρgg ρ̃ge
ρ̃eg ρee

)
= −i

( 1
2 (Ωρ̃eg −Ω∗ρ̃ge) δρ̃ge +

Ω
2 (ρee − ρgg)

−δρ̃eg − Ω∗
2 (ρee − ρgg) − 1

2 (Ωρ̃eg −Ω∗ρ̃ge)

)
(3.13)

where ρ̃ge = ρgee−iωLt and ρ̃eg = ρegeiωLt due to the rotating frame.
We know that an atom undergoes spontaneous emission at a rate Γa. It is logical to insert this

decay into the equations as a loss for ρee and a gain for ρgg [72, 75, 76]

ρ̇gg = −ρ̇ee = Γaρee −
i
2
(Ωρ̃eg −Ω∗ρ̃ge) (3.14)

Spontaneous decay also contributes to a loss of coherence, and can be included as

˙̃ρge = ˙̃ρ∗eg = (−Γa

2
− γc − iδ)ρ̃ge − i

Ω
2
(ρee − ρgg) (3.15)
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where γc is a rate associated with other coherence loss processes, for example collisions or fluctu-
ations in ωL. Henceforth I will refer to γ = Γa/2 + γc. These equations are called the optical Bloch
equations.

While Equation 3.11 showed the excited state population oscillating indefinitely, the addition
of spontaneous decay and decoherence means that this will no longer be the case. While it is
sufficient to use Equation 3.11 when Γa � Ω, the optical Bloch equations become useful when
we leave that regime.

If one excites the transition for a long time with a non-zero γ, ρee settles into steady state.
Assuming γc = 0 [72, 75, 76]

ρee,ss =
Ω2

4

δ2 + Γ2
a

4 + Ω2

2

(3.16)

Defining the saturation parameter, s

s =
I

Isat
=

2Ω2

Γ2
a

(3.17)

where Isat = Isat =
π
3

hc
λ3 Γa is the saturation intensity, ρee,ss becomes

ρee,ss =
s
2

1 + s +
(

2δ
Γa

)2 (3.18)

At zero detuning, in the limit that s is large, increasing the intensity has no effect on the steady
state population of 1/2. This also gives rise to power broadening of the absorption, as the detun-
ing must be larger and larger with increasing s to have an impact on the steady state population.

When γc 6= 0.

ρee,ss =

γ
2Γa

Ω2

δ2 + γ2 + γ
Γa

Ω2 (3.19)

3.1.2 Einstein A and B coefficients

In the case that an atom is driven by broadband radiation, ΓL >> Γa where ΓL is the width of
the radiation, the time evolution of the states can be modeled by rate equations. The A coefficient
provides the rate of spontaneous decay, and is equivalent to the linewidth of the transition. From
the B coefficient one can calculate the rates of the absorption and stimulated emission as Rge =
Bgeρ(ω), where ρ(ω) is the spectral energy density of the radiation. The Einstein B coefficients
are given by

Beg =
π2c3

h̄ω3
ge

Aeg

Bge =
ge

gg
Beg

(3.20)

where gg,e are the degeneracies of the ground and excited states, and ωeg is the splitting between
the two states.

3.2 Trapped ion

The state of a harmonically trapped ion has components that come both from the energy levels
intrinsic to the ion as well as from the secular motion2 of the ion due to the trap. The intrinsic

2Because we generally focus only on axial motion, I will neglect micromotion in this section.
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levels of the ion are, in the atomic case, the internal electronic states, and, in the molecular case,
can be rotational, vibrational, or electronic energy levels. Whether working with an atomic or
molecular ion, one often works in a regime where the transition can be considered as that of a two-
level system as described in the preceding section. This two-level model is a good description in
the limit where off-resonant coupling of the light field to other transitions is negligible, and the
ion has a stable ground state.

The motion of the ion in the trap is that of a harmonic oscillator for which the oscillation
frequency along the trap axis is given by ωz, as defined in Equation 2.4. The Hamiltonian for the
ion is thus given by

H0 = h̄ωz

(
â† â +

1
2

)
+ Ha (3.21)

where â and â† are the ladder operators associated with the harmonic motion of the ion in the
trap. The total Hamiltonian is given by H = H0 + Hi, where Hi is given as before. The big
difference is that now when we transform into the interaction picture, we cannot neglect kẑ in the
plane wave, as

ẑ =

√
h̄

2mωz
(a + a†) (3.22)

where m is the mass of the ion.
After transforming into the interaction picture, the Hamiltonian Hi becomes Hi,I , given by

Hi,I =
h̄
2

Ω0(σ̂+eiη(âI+â†
I )e−iδt+φ + h.c.) (3.23)

where η is the Lamb Dicke parameter, âI = âe−iωzt, and φ is a phase. Note that in obtaining this
expression, the rotating wave approximation was made.

The Lamb Dicke parameter η is the ratio of the extent of the ground state wavefunction of the
ion in the trap to the wavelength of the incoming light, as well as the ratio of the recoil energy
to the separation of the motional states. It describes how easily the absorption or emission of a
photon can change the motional state of the ion. The expression for η is

η =~k ·~z

√
h̄

2mωz
(3.24)

for single ions.
If η2(2n + 1)� 1, we can expand Equation 3.23 as

HI =
h̄
2

Ω0σ̂+(e−iδt + iη(âe−i(ωz+δ)t + â†ei(ωz−δ)t)) + h.c. (3.25)

where we have set φ = 0 for simplicity. This is called the Lamb Dicke regime. Physically, it
describes the regime in which the extent of the wavefunction of the ion motion is much smaller
than the wavelength of the light.

In this regime, if we adjust the frequency of the light field such that δ = 0 and drop off-
resonant terms, Rabi oscillations are driven between the ground and the excited state at the Rabi
frequency Ω0 without change in the motional state. That is, we drive carrier transitions between
|g, n〉 and |e, n〉, where |n = 0〉 denotes the motional ground state.

If δ = −ωz, we drive first red sideband transitions between |g, n〉 and |e, n− 1〉 at an approx-
imate frequency of Ωn,s=−1 = η

√
nΩ0, where s = −1 refers to the sideband order, which will be

described shortly.
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Figure 3.2: Schematic showing carrier (black), blue sideband (blue), and red sideband (red) tran-
sitions between the ground and excited state of a trapped two-level atom.

Finally, if we tune the light field to δ = ωz, we drive blue sideband transitions between
|g, n〉 and |e, n + 1〉 at an approximate frequency of Ωn,s=1 = η

√
n + 1Ω0. These transitions are

illustrated in Figure 3.2.
If the exponential were to be expanded to higher orders, we would see that there are higher

order sidebands arising, at integer multiples of ωz. These higher order sidebands, with the nth

order being denoted by s = ±n with a plus for blue and a minus for red, have a coupling strength
Ωn,s that approximately scales as η|s|. The actual coupling strength is given by the matrix elements
[77, 78]

Ωn,s = Ω0|〈n|eiη(â+â†)|n + s〉| (3.26)

which results in

Ωn,s = Ω0e−
η2
2 η|s|

√
n<!
n>!

L|s|n<(η
2) (3.27)

where n< denotes the lesser of n and n + s, and n> denotes the greater of the two. L|s|n< is the
generalized Laguerre polynomial.

In order to resolve the sidebands, both the natural linewidth Γ of the transition and the
linewidth ΓL of the light field must be much less than the spacing of the sidebands ωz. An-
other condition to resolve the sidebands is that Ω0 � ωz. This is to ensure that the transition is
not power-broadened to a width comparable to the sideband spacing. Neglecting spontaneous
decay, the excited state as a function of time tuned near a resonance (carrier or sideband) will
evolve as

ρee(t) =
Ω2

n,s

Ω2
n,s + δ2

s
sin2(

√
Ω2

n,s + δ2
s

t
2
) (3.28)

where δs is the detuning from the resonance being addressed. This is the same Rabi flopping
behavior as presented in Equation 3.11.

3.2.1 AC Stark shifts

Off-resonant coupling to transitions causes a shift in the levels involved, called AC Stark shifts,
or light shifts. These shifts are most important when absorption is negligible. For light with an
on-resonance Rabi frequency of Ω, detuned by δ, the shift for each level involved is

∆ω = ±Ω2

4δ
(3.29)
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Figure 3.3: Off-resonant coupling on the carrier transition shifts the sideband transition. The
solid blue arrow shows coupling on the blue sideband. This off-resonantly couples to the carrier,
shown as dotted blue arrows, causing the levels to shift together.

where the plus is for the lower level, and the minus is for the upper level. This means that
red-detuned light shifts the levels apart, and blue-detuned light shifts them together. This is
important for a trapped ion because off resonant coupling on the carrier transition will shift the
sideband transitions together. In this case, δ ' ωz. The full shift of the transition on sideband s′

can be calculated as [79]

∆ω = ∑
s 6=s′

Ω2
n,n+s

2ωz(s− s′)
(3.30)

where the unshifted transition frequency is given by ω0 + s′ωz. Note that these shifts are motional
state dependent. It is generally sufficient to consider only the carrier coupling in the shift of first
sidebands. This is shown schematically in Figure 3.3.

3.3 Two trapped ions

For the most part when we think about light-matter interactions with two trapped ions, we can
consider having the same case as the single ion but now with two modes: the in-phase and the
out-of-phase modes. We can replace eiη(âI+â†

I ) in Equation 3.23 by

Παeiηα(âα,I+â†
α,I) (3.31)

where as previously α denotes the modes3. In the first order expansion these two modes do not
interact with one another so can be considered separately. If we expand to higher orders, we
see that extra sidebands form at combinations of in- and out-of-phase modes. As such, we have
’sidebands on the sidebands,’ and can have a sideband that excites ∆n+ = 1, but ∆n− = −1.
Thus, out of the Lamb Dicke regime, the sideband structure becomes quite complex.

The two modes have different Lamb Dicke parameters, given by [69]

η±i = k|β±′i |

√
h̄

2miω±
(3.32)

3This is also how we could include the radial modes, if we so wished.
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Carrier Red sideband Blue Sideband

P(↓↓) ρ2
gg

(
1− n

2n−1 [1− cos(grη±Ω0t)]
)2

(
1− n+1

2n+3 [1− cos(gbη±Ω0t)]
)2

P(↑↓) ρeeρgg
n

2(2n−1) sin2(grη±Ω0t) n+1
2(2n+3) sin2(gbη±Ω0t)

P(↑↑) ρ2
ee

n(n−1)
(2n−1)2 [1− cos(grη±Ω0t)]2 (n+1)(n+2)

(2n+3)2 [1− cos(gbη±Ω0t)]2

Table 3.1: Population of different joint states as a function of time, for the carrier and sidebands

[81, 82]. Here, gb =
√

2n+3
2 and gr =

√
2n−1

2 . These equations are valid for small n.

where β±′i is given by Equation 2.19. These Lamb-Dicke parameters are dependent on which ion
the transition is being driven.

The full expression for the Rabi frequency when driving a transition on ion i is given by [80]

Ωn+ ,n− ,s+ ,s−

=〈n+, n−|Παeiηα(âα+â†
α)|n+ + s+, n− + s−〉

=Ω0Παe−
ηα

i
2

2 ηα
i
|sα |
√

nα<!
nα>!

L|sα |
nα<

(
ηα

i
2
) (3.33)

where n± is the motional occupation in the in- or out-of-phase mode, and s± is the sideband
number for the corresponding mode. From this equation, we can see that the motional state of
the one mode influences the Rabi frequency of the orthogonal mode, and the motion of both
modes influences the carrier Rabi frequency.

A special situation occurs when we have two ions of the same species and isotope, and the
light field interacts with both of them. In this special case, in the Lamb Dicke regime and in the
interaction picture, the Hamiltonian becomes

HI =
h̄Ω1

2
ei(δt−φ1)σ1−

[
1− iη+

(
a+e−iω+t + a†

+eiω+t
)
+ iη−

(
a−e−iω−t + a†

−eiω−t
)]

+
h̄Ω2

2
ei(δt−φ2)σ2−

[
1− iη+

(
a+e−iω+t + a†

+eiω+t
)
− iη−

(
a−e−iω−t + a†

−eiω−t
)]

+ c.c.
(3.34)

where Ωi refers to the Rabi frequency on ion i and φi refers to the phase of the light field on each
ion. ∆φ = φ2 − φ1 is given by the wavelength of the light compared to the separation between
the ions. In the case of two ions, for notational reasons, it becomes easier to refer to the ground
state as | ↓〉 and the excited state as | ↑〉.

Because the light field now interacts with both ions, there are four states that play a role in
blue sideband excitation: | ↓↓, n〉, | ↑↓, n + 1〉, | ↓↑, n + 1〉, | ↑↑, n + 2〉. If both ions have a blue
sideband transition, then two quanta of motion will be added to the relevant mode.

Instead of the traditional Rabi formula as in Equation 3.28, we now have a different formula-
tion dependent on which joint state we measure, and these formulas are tabulated in Table 3.1.
These formulae take the assumption that Ω1 = Ω2 = Ω0.



Chapter 4

Cooling

In an ion trap, there are two regimes in which we cool in order to reach the ground state of
motion. The first is the unresolved sideband regime, where ωz � Γa. In this regime, we employ
Doppler cooling, where we take advantage of a high scattering rate to cool the ion from initially
hot temperatures down to the Doppler limit. In this regime we can treat the problem in a semi-
classical manner.

The second regime is the resolved sideband regime, where ωz � Γa. In this regime, we
must consider the quantum characteristics of the ion motion. It is in this regime that we employ
sideband cooling to cool down to the ground state of motion. Because it becomes challenging
(and slow) to sideband cool far outside of the Lamb Dicke regime, Doppler cooling is used prior
to sideband cooling.

In this chapter, I describe the theory of laser cooling (both Doppler and sideband) of a two-
level ion in a trap. In addition, I describe the theory of ion heating due to electric field noise. The
chapter ends with a discussion on motional state measurement and the definition of temperature.

4.1 Doppler cooling

Doppler cooling was first proposed by Hänsch and Schawlow [5] as well as by Wineland and
Dehmelt in 1975 [90] and first implemented in ion traps by Wineland et al. [83] and by Neuhauser
et al. [84], both in 1978. The basic idea of Doppler cooling is to use the Doppler effect to cool the
ion(s). If an ion is moving with velocity v toward a light source of frequency ωL, the atom will
see the frequency of the light shifted, with the observed frequency

ωobs =

√
1 + v

c
1− v

c
ωL (4.1)

For non-relativistic velocities, this simplifies to

ωobs ' 1−~k ·~v (4.2)

where~k is the wavevector of the light. This is shown schematically in Figure 4.1
We take advantage of this effect by tuning the frequency of a monochromatic traveling wave to

be red-detuned from an atomic transition of frequency ωa. When the ion moves towards the field,
the field is Doppler shifted towards ωa, so the ion is more likely to absorb the light. Conversely,
when it moves away from the field, the field is Doppler shifted away from ωa, and the ion is
less likely to absorb the light. When the ion absorbs light, it will experience radiation pressure.

27
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Figure 4.1: As the ion moves towards the cooling beam, it sees the light blue-shifted, and as it
moves away, it sees it red-shifted. Thus, if the light is red-detuned from the transition frequency,
the ion will be more likely to absorb it while moving towards it than away from it.

Figure 4.2: The ion moves towards a photon with momentum h̄k. When the ion absorbs the
photon, the momentum of the ion decreases by h̄k. When the ion decays, it emits a photon in a
random direction, causing the momentum of the ion to change accordingly. Because the emis-
sion direction is random but the absorbtion direction is fixed, the ion’s momentum on average is
changed in the propagation direction of the photon.

Given that absorption will more frequently reduce the velocity than increase it, the ion will be as
a whole cooled.

When the ion then decays after absorption, it can emit in any direction. The minimum tem-
perature the ion can reach is therefore limited by this random walk. In this section I will first
discuss Doppler cooling in the axial direction, before moving on to more dimensions.

4.1.1 Axial cooling

Here I consider a simple picture of Doppler cooling, where there is no micromotion. This picture
can be related to cooling along the trap axis, as the ion is confined axially by a static potential,
and thus does not experience micromotion in the axial direction. This section is mainly based on
the treatment of Doppler cooling in [73] and [85].

To set up the model, consider a two-level atom in the center of a trap being cooled along the
axial direction, that is, a plane wave propagates along the trap axis (z-direction). When the atom
absorbs a photon, it will gain momentum in the propagation direction of the wave

∆p = h̄~k (4.3)

This is shown in the first two steps of Figure 4.2.
When the atom then decays, another kick will be given to the atom, as shown in the last step

of Figure 4.2. Since the radiation pattern is symmetric, the average change in momentum due
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to spontaneous emission will be zero. This emission does contribute to the uncertainty in the
velocity distribution of the ion, and I will come back to that fact later.

Because when Doppler cooling Γa � ωz, each scattering event can be considered as an in-
stantaneous event, so occurring at a static velocity. As a result, the harmonic potential can be
neglected in the light-matter interaction, and only considered as a parameter in the scattering
probability.

We can thus calculate the average force on the ion as the result of absorption by multiplying
the change in momentum ∆p by the scattering rate Γaρee

dp
dt
' F = h̄kΓaρee (4.4)

where ρee is the excited state population, given by Equation 3.16. This equation is dependent on
the detuning, which for the ion is velocity dependent due to the Doppler effect. The effective
detuning that the ion sees is given by

δe f f = ωe f f −ωa = δ−~k ·~v (4.5)

where δ = ωL −ωa as previously. This effective detuning replaces the detuning in Equation 3.16,
and the full equation for the average force is given by

F = h̄kΓa
s/2

1 + s + (2(δ− kv)/Γa)
2 (4.6)

To understand what happens towards the end of Doppler cooling, it is helpful to take a first-
order Taylor expansion of the force, such that it is linear in velocity. This is a good expression for
the force for velocities where the Doppler broadening is small compared to the linewidth of the
transition. This yields an equation of the form

F ' F0 + βv (4.7)

where F0 is the constant force

F0 = h̄kΓa
s/2

1 + s + (2δ/Γa)
2 (4.8)

and β is the frictional coefficient

β =
8h̄sk2δ/2Γa

[1 + s + (2δ/Γa)2]
2 (4.9)

A plot of β is shown in Figure 4.3 (a) for two s parameters. We see that it is negative when δ is
negative, and thus acts as viscous drag, damping the motion of the atom.

The cooling rate of the atom is given as the change in the energy in time, Fv, averaged over
many cooling cycles

Ėc = 〈Fv〉 = β〈v2〉 (4.10)

since 〈v〉 = 0 for harmonic motion.
Though this equation would indicate that there would be no limit to how far one could cool,

we still need to consider the random walk in momentum space that the atom experiences as a
result of two things: the randomness of the spontaneous emission, and the randomness asso-
ciated with the absorption time. This random walk can be described with the Focker Planck
equation [86], but qualitatively this means that the variance of the momentum is non-zero and is
proportional to the number of scattering events.
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Figure 4.3: A plot of (a) β, defined in Equation 4.9 and (b) T, defined in Equation 4.13, normalized
by TD(s = 0). The drag is stronger for a higher saturation parameter, but the final temperature is
likewise higher.

In the limit s � 1, the absorption and spontaneous emission processes will happen at the
same rate, and thus their contribution to the increase in the momentum uncertainty will differ
only by a factor dependent on geometry. For dipole transitions, this factor α = 2

5 and describes,
based on the dipole radiation pattern, the likelihood that a kick is along the axis1 [85].

At low velocities, the heating rate as a result of this random walk is given by

Ėh '
1

2m
(h̄k)2Γa(1 + α)

s/2

1 + s + (2δ/Γa)
2 (4.11)

At equilibrium, −Ėh = Ėc, yielding

〈v2〉 = − 1
m

h̄Γa

8
(1 + α)

(
(1 + s)

Γa

2δ
+

2δ

Γa

)
(4.12)

The kinetic energy is given by Ekin = 1
2 kBT = 1

2 m〈v2〉, yielding an equilibrium temperature of

T = − h̄Γa

8kB
(1 + α)

(
(1 + s)

Γa

2δ
+

2δ

Γa

)
(4.13)

The temperature is minimized with a detuning δ = − Γa
√

1+s
2 , yielding

TD =
h̄Γa
√

1 + s
4kB

(1 + α) (4.14)

TD is thus the Doppler limit for the axial direction, cooling axially. For dipolar π radiation, this
limit reduces to

TD =
7h̄Γa
√

1 + s
20kB

(4.15)

1This parameter α is actually only 2
5 in a two-level system where the only decay path is that of ∆m = 0 transition, in

other words, a π transition. α has different values for different systems [87]. For isotropic radiation, α = 1
3 .
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and for isotropic radiation (α = 1
3 ), it reduces to

TD =
h̄Γa
√

1 + s
3kB

(4.16)

Figure 4.3 (b) shows Equation 4.13 plotted for s = 1 and s = 0.1. Comparing with Figure 4.3
(a), we see that closer to saturation, we get a higher drag, however, the minimum temperature is
also higher. It should also be noted that we have not considered correlations between simulated
emission and absorption, which become important when we are not much below saturation.

4.1.2 Cooling at an angle

To cool a single ion (or an axial chain) in all three directions, we must either use multiple cooling
beams or use a single beam which has a projection onto all three oscillation directions. With the
latter, in the unsaturated limit, the Doppler temperature in the u-direction is given by [87]

TD,u =
h̄Γa

4kB

(
1 +

αu

k̂u
2

)
(4.17)

where αu gives the likelihood of momentum change in the u direction, and k̂u is the projection of
the unit k-vector onto the u-direction. For isotropic radiation propagating 45° to all axes, the total
average kinetic energy is minimized, yielding

TD,u =
h̄Γa

2kB
(4.18)

One other consideration is that we are no longer cooling in a direction with no micromotion.
The presence of intrinsic micromotion causes the Doppler shift to have a time-dependence, and
thus the cooling force is also time dependent. The effect of micromotion on Doppler cooling
is particularly important for the cooling of Coulomb crystals when cooling in directions with
components along the micromotion. In-depth treatments of the effect of micromotion on cooling
can be found in [88] and [89].

4.2 Sideband cooling

Sideband cooling2 is a cooling technique that allows the ion to be cooled much below the Doppler
limit, to nearly the ground state of motion. It was first proposed by Wineland and Dehmelt in
1975 [90], and first implemented in the cooling of 198Hg+ in 1988 [18].

In the regime where Γa, Ω0 � ωz, the motional sidebands of the ion become resolved, as
described in section 3.2. By addressing the red sideband of the transition, we couple |g, n + 1〉 to
|e, n〉. From the excited state, the ion can decay either on the carrier or on one of the sidebands.
Within the Lamb Dicke regime, a decay on the sidebands is much less likely than a decay on the
carrier, as the probability scales with nη2. Therefore, if we apply a π-pulse to the red sideband
and then wait for a decay, the motional quantum number will most likely change by one, cooling
the ion. One can picture this as falling down the staircase, as presented in Figure 4.4

2It should be clarified that when I refer to sideband cooling, I am referring to resolved sideband cooling. In fact
Doppler cooling has been termed sideband cooling in the past, but generally these days when an ion trapper refers to
sideband cooling, they mean resolved sideband cooling.



32 CHAPTER 4. COOLING

Figure 4.4: The ion is driven from the ground to the excited electronic state on a red sideband,
losing a quanta of motion each step. The ion then decays to the ground electronic state, and the
process is repeated until the ion sits in the ground state of motion and a sideband can no longer
be driven.

It is natural to now ask the question, why not drive down on a blue sideband (|e, n〉 →
|g, n − 1〉), and not have to wait for a decay? The ion does not start out in a well defined mo-
tional quantum state. Rather, it starts in a thermal superposition with average motional quantum
number n̄ resulting from the Doppler limit and ωz [78, 85]:

n̄ ' Γ
2ωz

(4.19)

Because the sideband Rabi frequency is dependent on the motional quantum number (see Equa-
tion 3.27), it is not possible to perform a π-pulse for every occupied state. In fact, you could be
driving a 2π-pulse instead. In this extreme case, by trying to ’drive down’ on the blue sideband,
you would actually increase the motional quantum number. It is necessary to have the sponta-
neous decay such that all information about the prior state is lost. Only then can we have cooling.

To understand sideband cooling of a two-level system, we consider a light field continuously
driving the red sideband transition in the Lamb Dicke regime. Because decay is most likely on
the carrier, each spontaneous emission results in a loss of a quanta of motion. This system can be
described by rate equations, using the steady state population in conjunction with spontaneous
emission to calculate the cooling rate [85]. The rate equations consist of two parts, shown in
Figure 4.5: contributions which heat, A+, and contributions which cool, A−, given by

A± = η2Γa (αρee(ωz) + ρee(ωz ∓ωz)) (4.20)

where ρee is given by Equation 3.16. The first term in this equation corresponds to driving a carrier
transition, and subsequently decaying on one of the sidebands: the red (increasing motional state)
for plus terms, and the blue (decreasing the motional state) for minus terms. Because the laser
field is resonant with the red sideband, the detuning of ρee is ωz.
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Figure 4.5: First order terms of the rate equation description of sideband cooling. Plus terms
contribute to heating, and minus terms contribute to cooling. In the Lamb Dicke regime, the rates
are proportional to the motional quantum number of the state. Figure inspired by [85].

The second term corresponds to driving sideband transitions. In the case of the plus term, it
is off-resonant excitation on the blue sideband, with a decay on the carrier. For the minus term, it
is resonant excitation on the red sideband with a decay on the carrier.

The factors of n and n + 1 in Figure 4.5 are related to the n-dependent Rabi frequency. The
rate equations are formulated as [85]

Ṗ(n) = (n + 1)A−P(n + 1)− [(n + 1)A+ + nA−] P(n) + nA−P(n− 1) (4.21)

The solutions to these rate equations give that the steady state motional population is approx-
imately equal to [85, 91]

n̄SS =
A+ + Γh
A− − A+

(4.22)

where Γh describes a heating rate due to other processes. In the unsaturated limit and assuming
Γh = 0, this corresponds to

n̄ =

(
Γa/2
ωz

)2
(1 +

α

4
) (4.23)

which is much smaller than 1. This gives an approximate temperature limit of [85, 92]

Ts =
h̄ωz

ln
((

ωz
Γa/2

)2
(1 + α

4 )
−1
) (4.24)

The harmonic oscillator energy is given by

E = h̄ωz

((
Γa/2
ωz

)2
(1 +

α

4
) +

1
2

)
(4.25)

which is composed of the limit of the sideband cooling and the zero-point energy. Since Γa � ωz,
we see that the zero-point energy dominates.



34 CHAPTER 4. COOLING

Figure 4.6: A fluctuating electric field exerts a fluctuating force on the ion.

4.3 Motional heating

During Doppler cooling, a random walk in phase space is responsible for the lower limit of the
temperature. In sideband cooling, off-resonant scattering and unlikely decays on the sidebands
are responsible for this lower limit. In Equation 4.22, I also presented an additional heating rate
limiting the lower motional bound. This heating rate stems from the fact that any lab environment
is non-ideal, and not only puts a lower bound on sideband cooled temperature, but dictates how
long the ion stays cold once cooling stops. This dictates how long we can spend probing dynamics
relying on well-prepared motional states.

Mode heating can occur as the result of unwanted oscillating electric fields (electric field noise)
driving the motion of the ions. This electric field noise can come from a number of sources:
technical noise, Johnson noise, fluctuating patch potentials, and more [93]. Regardless of electric
field noise source, the physics of heating can be understood with a simple model, which I will
cover in this section. In our experiments, we are primarily concerned with motion along the trap
axis, and thus I will focus on heating along the trap axis. The first part will deal with heating of a
single ion, and the second will deal with heating of two ions.

4.3.1 Single ion

The Hamiltonian of the trapped ion in the presence of an oscillating electric field is given by
[93, 94]

Ĥ = Ĥ0 − ĤE (4.26)

where H0 is given in equation 3.21 and

ĤE(t) = eδE(t)ẑ = e

√
h̄

2mωz
(â†eiωzt + âe−iωzt)δE(t) (4.27)

where δE(t) is a fluctuating electric field. One can see how this affects the motional state of
the ion, as the fluctuating electric field translates to a fluctuating force on the ion, as shown in
Figure 4.6. The spectral density of the electric field (in units (V/m)2/Hz) is given by

SE(ω) = 2
∫ ∞

−∞
dτ〈δE(τ)δE(0)〉e−iωτ (4.28)

Using first-order perturbation theory, the heating rate can be calculated for the simple case of
increasing one quanta from |n = 0〉 to |n = 1〉 [80, 95]

Γh '
e2

2mh̄ωz

∫ ∞

−∞
δτ〈δE(τ)δE(0)〉e−iωzτ |〈0|â† + â|1〉|2

=
e2

4mh̄ωz
SE(ωz)

(4.29)
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Figure 4.7: If the noise is perfectly spatially correlated, the two ions feel the same force, resulting
in heating only of the center of mass.

Close to the ground state, the heating rate ˙̄n ' Γh [93, 96].

4.3.2 Two ion chains

As explained in section 2.2, chains of ions will have more than one mode of oscillation. The
electric field noise will interact with these modes in different ways, depending both on the spatial
properties of the noise over the two ions as well as the eigenvectors of the two modes.

The easiest case to think about is the case of two ions of identical mass. In this case, the
in-phase mode consists purely of center-of-mass (COM) motion, and the out-of-phase mode has
the same but opposite amplitudes, called the breathing mode. If the noise is perfectly spatially
correlated, that is, is the same amplitude and phase on both ions, the COM motion will be excited.
This is because both ions will be ’pushed’ by the electric field in the same way. This is shown
schematically in Figure 4.7. The breathing mode will, on the other hand, not be excited at all.
If, on the other hand, the noise is perfectly spatially anti-correlated, the two ions will be pushed
together and apart from one another, and the breathing mode yet not the COM mode will be
excited. The assumption that the noise is spatially correlated is in general a good assumption
when the ion-electrode distance is much larger than the ion-ion separation.

As the mass ratio µ changes from 1, the in-phase and out-of-phase modes become composed
of both the COM and breathing modes. This means that both modes are then sensitive to spatially
correlated noise. With the assumption that the noise is spatially correlated, we can write down
an expression for the heating rate of each mode [97]

˙̄n± '
e2SE(ζ

±
1 ω1)

4m1h̄ζ±1 ω1

(
β±′1 +

β±′2√
µ

)2

(4.30)

where the eigenvectors β′ and the normalized frequencies ζ are as defined as in section 2.2.
With the assumption that the noise spectral density is white noise, we can normalize these

heating rates to the heating rate of a single ion of mass m1.

˙̄n±
˙̄n1

=
1

ζ±1

(
β±′1 +

β±′2√
µ

)2

(4.31)

The normalized heating rates of the two modes are shown in Figure 4.8. For mass ratios close
to one, the heating rate of the out-of-phase mode is much lower than that of the in-phase mode, as
expected. As the modes become more and more mixed between COM and breathing motion, the
heating rate of the out-of-phase mode increases. The asymmetry of the plot can be understood as
a result of being normalized to a specific ion’s axial frequency.
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Figure 4.8: The heating rates of in- and out-of-phase modes in a two ion crystal with mass ratio
µ = m2

m1
, normalized to the heating rate of a single ion of mass m1, assuming a spatially-correlated

white electric field noise spectral density.

Quantum logic spectroscopy (QLS), which will be covered in subsection 6.4.1, is one experi-
mental procedure that we wish to implement. It is vital in this procedure that the ion stay cold
during the course of the procedure. QLS as we intend to implement it will require that only one
mode stay very cold during measurements. To demonstrate how much we gain in choosing one
mode over the other for these experiments, Figure 4.9 shows the ratio between the out-of-phase
and in-phase mode heating rates for a constant endcap voltage.

We can also understand the two-ion heating rate without assuming a white noise spectral
density. If we know the heating rate of the single m1 ion as a function of frequency, ˙̄ns(ω), we can
calculate the heating rates of the in- and out-of-phase modes as

˙̄n±(ω±) = ˙̄ns(ω±)

(
β±′1 +

β±′2√
µ

)2

(4.32)

This means that the single ion heating rate at the same frequency is modified only by a scaling
dependent on the mass ratio and mode. Figure 4.10 shows ˙̄n±(ω±)/ ˙̄ns(ω±) as a function of µ.
Note that this is a comparison at the same frequency, and that ωz, ω+, and ω− do not all have the
same frequency at the same trap parameters.

4.4 Motional state measurement

It is necessary to have diagnostic tools to be able to quantitatively determine how cold the ion
is. The method we most commonly employ to determine the motional state of our ions is the
sideband strength comparison method. The basic idea of this method depends on the fact that
when the ion sits in the ground state, it cannot couple on the red sideband. Therefore, the only
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Figure 4.9: The ratio of the in- and out-of-phase heating rates of a two-ion crystal as a function
of mass ratio µ = m2

m1
, assuming a white electric field noise spectral density. The gain from using

the out-of-phase mode versus the in-phase mode for quantum logic spectroscopy decreases as µ
changes from 1.
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Figure 4.10: Plotted are the scaling factors relating the heating rates of the in- and out-of-phase
modes to the rate of a single ion at the same frequency, given by Equation 4.32.
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excitation seen on the red sideband will be due to population not in the ground state. By com-
paring the heights of the two sidebands, we can extract the average motional quantum number
of the ion

We start with the assumption that after sideband cooling the ion, it is thermally distributed
according to the Boltzmann distribution. This yields the probability to be located in a specific
n-state

Pn =
n̄n

(n̄ + 1)n+1 (4.33)

If the ion is initially in the ground state and the light field is on resonance, the population of the
blue sideband evolves as

ρbsb '
∞

∑
n=0

Pn sin2
(√

n + 1ηΩ
t
2

)
(4.34)

The population of the red sideband, on the other hand, will evolve as

ρrsb '
∞

∑
n=1

Pn sin2
(√

nηΩ
t
2

)
(4.35)

We can rewrite the sum on the red sideband as

ρrsb '
∞

∑
n=0

n̄
n̄ + 1

Pn sin2
(√

n + 1ηΩ
t
2

)
(4.36)

which means that the ratio between the two sidebands gives

ρrsb
ρbsb

=
n̄

n̄ + 1
(4.37)

Finally, this means that

n̄ =
ρrsb

ρbsb − ρrsb
(4.38)

It should be stressed that Equation 4.38 is only correct if the ion’s motional distribution is thermal.

4.4.1 Two ions

For two ions of different species, the motional state measurement can be carried out for each
mode individually using the same technique as the single ion3. If we have two ions of the same
species, and the field interacts with both of them, the measurement of the motional state must be
modified based on the equations in Table 3.1. The modified measurement is done by considering
the ratio of Prsb(↑↑) and Pbsb(↑↑).

For a thermal distribution

Prsb(↑↑) '
∞

∑
n=2

Pn
n(n− 1)
(2n− 1)2

[
1− cos(grη±Ω0

t
2
)

]2
(4.39)

and

Pbsb(↑↑) '
∞

∑
n=0

Pn
(n + 1)(n + 2)

(2n + 3)2

[
1− cos(gbη±Ω0

t
2
)

]2
(4.40)

3Assuming no coupling between the modes, the thermal distribution of each can be determined independently of
the other. While there will be two sums of thermal distributions for determining the sideband height, the sum over the
distribution of the mode not being measured appears equally in each sideband, and thus cancels. See Appendix C.3.
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As in the single ion case, we can shift the sum of the red sideband probability, but in this case by
two. Taking the ratio of these probabilities, we obtain

Prsb(↑↑)
Pbsb(↑↑)

=

(
n̄

n̄ + 1

)2
(4.41)

and thus

n̄ =

√
Prsb(↑↑)√

Pbsb(↑↑)−
√

Prsb(↑↑)
(4.42)

This is a similar expression to Equation 4.38, but we are much less sensitive to small n̄, as
population in | ↓↓, n = 1〉 cannot contribute to Prsb(↑↑).

4.4.2 Temperature

Often when we are evaluating cold-ion results, we talk about temperature. But how is tempera-
ture defined, especially for a trapped ion in a room temperature environment? What does it mean
if I say an ion mode is sub-millikelvin or sub-microkelvin?

In this thesis, when I talk about the temperature of the sideband-cooled single ion, we are gen-
erally talking about the temperature of the axial mode with the assumption that the population of
this mode is Boltzmann distributed between the harmonic levels. This means that the probability
Pn of finding the ion in a specific n state is determined by the Boltzmann distribution

Pn =
e
−En
kBT

Q
(4.43)

where Q is the partition function of a quantum harmonic oscillator. Inserting Q and solving for T
gives

T =
−h̄ωz

kB log(1− P0)
(4.44)

This also applies to talking about the axial temperature of one of the modes of a two-ion crystal.
In terms of the average motional occupation number n̄, Pn is given by

Pn =
n̄n

(n̄ + 1)n+1 (4.45)

In literature there are other ways of defining temperature of a single ion. One other popular
way to define temperature in the axial direction is as

1
2

kBT = Ekin (4.46)

and is really just a way of describing the kinetic energy of the ion. This is useful for describing
non-thermal distributions or zero-point kinetic energy in terms of a ’temperature.’
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Introduction

As mentioned in the Introduction, in order to study a single molecular ion, we co-trap them with
a single atomic ion. In the experiments in Aarhus, we wish to study the molecular ion 24MgH+

by sympathetically cooling it by cooling 40Ca+. 40Ca+ and 24MgH+ are not, however, two-level
ions. Thus the cooling methods are more complex than those described in the previous section,
though the basic physics still applies.

This part consists of two chapters which describe the cooling and detection of these ions.
Chapter 5 describes how we apply the methods of Doppler and sideband cooling of Chapter 4 to
a real multilevel ion like 40Ca+, and gives experimental results for these cooling methods. Further,
it explains how in practice we can detect the internal state of 40Ca+.

Chapter 6 discusses how cooling and detection of 24MgH+ will be accomplished. The cool-
ing methods include cooling of both internal and external degrees of freedom, with the internal
degrees of freedom primarily cooled by direct interaction with 24MgH+, and with the external
degrees of freedom cooled sympathetically by 40Ca+. Finally, it discusses how we will implement
the detection of transitions in 24MgH+.
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Chapter 5

Cooling and detection of 40Ca+

5.1 40Ca+ structure

4 2P3/2

4 2P1/2

4 2S1/2

3 2D3/2

3 2D5/2

mJ = -1/2 1/2

-1/2

mJ = -1/2 1/2 3/2-3/2

-3/2 1/2 3/2 5/2-5/2 = mJ

1.168(9) s

1.176(11) s

6.90(5) ns

6.924(19) ns

18.2 MHz

6.1 MHz

7.3 MHz

10.9 MHz

12.1 MHz

Figure 5.1: Level structure of 40Ca+, showing lifetimes and Zeeman splittings of the fine structure.
The Zeeman splittings are calculated for a magnetic field of 6.5 G, which is a typical field in our
experiment.

As can be seen from Figure 5.1 , 40Ca+ is not a two-level atom. It has S, P, and D levels, which
undergo fine structure splitting. Full state, transition, and lifetime data along with references can
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State mJ
dν
dB [MHz G−1]

2S1/2 ±1/2 ±1.40
2P1/2 ±1/2 ±0.47
2P3/2

±1/2 ±0.93
±3/2 ±2.80

2D3/2
±1/2 ±0.56
±3/2 ±1.68

2D5/2

±1/2 ±0.84
±3/2 ±2.52
±5/2 ±4.20

Table 5.1: Zeeman splittings in MHz G−1 for the levels in in the 40Ca+ ion.

be found in Appendix A.
In the presence of a magnetic field, the fine structure of 40Ca+ undergoes additional Zeeman

splitting. The Zeeman splitting arises due to the interaction of the magnetic moment due to the
electron’s angular momentum with a magnetic field. At low fields, the Zeeman splitting is given
by

∆E = µBgJ BmJ (5.1)

where µB is the Bohr magneton µB = eh̄
2me

and where gJ is the Landé g-factor, expressed as

gJ '
3
2
+

S(S + 1)− L(L + 1)
2J(J + 1)

(5.2)

The direction along which B points defines the quantization axis for the ion, which in our exper-
iment is perpendicular to the z-axis and 45° to the x and y axes. A table of frequency shifts per
Gauss, dν

dB , for each level is given in Table 5.1.

5.2 Doppler cooling and fluorescence detection

To produce 40Ca+, an atom oven of Ca is heated to about 570 K and the atoms form an effusive
beam, out of which they are photoionized (see section 7.5). To bring these ions at 570 K down to
mK temperatures, we perform Doppler cooling.

The scheme for Doppler cooling in 40Ca+ is presented in Figure 5.2. Doppler cooling is per-
formed on the 397 nm dipole-allowed 2S1/2 → 2P1/2 transition. This transition has a linewidth
Γ/(2π) = 21.57(15)MHz [98], which is much larger than our typical axial frequencies of less
than 1 MHz, and thus suitable for the Doppler cooling regime. For a cooling beam propagating at
45° to all trap axes, the Doppler temperature in the z-direction TDz ' 0.5 mK, as calculated from
Equation 4.18.

The 2S1/2 and 2P1/2 do not form a two-level system, as 2P1/2 state has another decay channel
to the 2D3/2 state. While decay to the 2S1/2 state dominates with a branching ratio of 0.94 [99],
the 2D3/2 state has a long lifetime of 1.2 s compared to the 6.9 ns lifetime of the 2P1/2 state, which
means that if the ion falls into this state, the scattering (and thus cooling) rate is reduced by nearly
9 orders of magnitude, effectively halting cooling. To prevent the ion from getting stuck in the
2D3/2 state during Doppler cooling, a laser at 866 nm serves to repump out of the 2D3/2 level back
to the 2P1/2 level, where it can decay back to the 2S1/2 level.

In addition to decay to other fine structure levels, we must take into account the Zeeman split-
ting of the 2S1/2 and 2P1/2 levels. We typically work at magnetic fields of 6.5 G. This results in a
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Figure 5.2: The Doppler cooling system in 40Ca+. A light field at 866 nm is used to pump out of the
2D3/2 state to close the cooling cycle, creating an effective 2-level system. The listed frequencies
give the linewidth Γ of the transition.

splitting of 18.2 MHz of the 2S1/2 state, and a splitting of 6.1 MHz of the 2P1/2 state. ∆mJ = ±1
transitions (driven by σ-polarized light1) and ∆mJ = 0 (driven by π-polarized light) will have dif-
ferent transition frequencies. Table 5.2 summarizes the shift of the transition frequency between
different mJ from the unperturbed transition frequency. We can see that if we choose to use σ-
polarized light for Doppler cooling, the difference between the two transition frequencies will be
24.4 MHz. This is broader than the transition linewidth, and thus a bad choice. We instead cool
using π-polarized light, whose transitions have a separation of 12 MHz. This Zeeman splitting
effectively broadens the transition2, bringing the Doppler temperature closer to TDz = 0.75 mK.

The polarization of the 866 nm laser is also important. With π-polarized light, it cannot drive
transitions from the 2D3/2, mJ = ±3/2 levels, so they would be dark. Additionally, in the absence
of a magnetic field (or with the wrong field), dark states can form even using σ-polarized light
[100]. We use a combination of light polarized at 45° to the quantization axis and magnetic fields
to destabilize the dark states.

1σ-polarized light here refers to linearly-polarized light with a polarization perpendicular to the quantization axis,
which in this case is the magnetic field. This polarization drives both ∆m = ±1 transitions. σ+(−) light refers to circularly-
polarized light propagating along the quantization axis, which drives ∆mJ = +(−)1, |g〉 → |e〉 transitions. π-polarized
light refers to light polarized parallel to the quantization axis, which drives only ∆mJ = 0 transitions

2The width of the transition is more complicated than this. First, this is no longer a Lorentzian. Second, the powers
of both the 397 nm and 866 nm lasers will contribute to the actual width.
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2S1/2
2P1/2 ∆ω/(2π) [MHz]

-1/2 -1/2 6.0
-1/2 1/2 12.2
1/2 -1/2 −12.2
1/2 1/2 −6.0

Table 5.2: Change of the transition frequency from the unperturbed frequency due to Zeeman
splitting for transitions between different mJ for Doppler cooling.

Since the Doppler cooling transition has a high scattering rate, it is also possible to use it for
fluorescence detection. The scattered 397 nm photons are collected into an imaging system (see
section 7.3), and the ions are imaged using a CCD camera. Thus, we can tell whether or not the
2S1/2 → 2P1/2 and 2D3/2 → 2P1/2 are being driven based on whether or not we can see the ion.

In practice, we employ two different steps of Doppler cooling: one at higher intensity, suffi-
cient for fluorescence detection, and one at lower intensity, to reach the Doppler limit and avoid
imparting a kick on the ion due to fast turn-off of the radiation pressure. Currently, the total
Doppler cooling time used in our experiments is 2 ms.

5.3 Sideband cooling

The 2S1/2 → 2D5/2 transition is a dipole-forbidden quadrupole transition at 729 nm. This transi-
tion is ideal for sideband cooling due to its sub-Hertz linewidth3. The condition that Γ � ωz is
easily satisfied, as axial frequencies in our trap are on the order of hundreds of kHz. The long
lifetime of the 2D5/2 state means, however, that effective cooling would be impossible if we were
to wait for it to decay. We speed up the process by coupling the 2D5/2 state to the 2P3/2 state using
light at 854 nm. This scheme is illustrated in Figure 5.3.

Specifically, we use the Zeeman transition 2S1/2, mJ = −1/2 → 2D5/2, mJ = −5/2 to carry
out sideband cooling. This transition is chosen because of its nearly closed scheme. Figure 5.3
shows this in the left image. From the 2D5/2 mJ = −5/2 state, it can only be excited via the
854 nm transition to the 2P3/2 mJ = −3/2 state. From here, if the ion decays back to the 2S1/2
state (branching ratio 0.9347(3) [103]), it can only decay to mJ = −1/2, the initial state.

The ion can, however, decay instead to the 2D5/2 or 2D3/2 levels with branching ratios of
0.0587(2) and 0.006 61(4) respectively [103]. This is shown in Figure 5.3. When the ion is pumped
back out of the 2D5/2 and 2D3/2, it can end up in either 2S1/2 mJ = ±1/2.

After Doppler cooling, the ion is in a mixture of 2S1/2 mJ = ±1/2. For effective sideband
cooling, we must initialize the ion in the mJ = −1/2 state. It is also necessary to employ state
initialization during the sideband cooling procedure, due to the mixing that can occur due to
decays to the D levels.

There are two ways to implement sideband cooling: a pulsed and a continuous scheme. Both
have been used in the experiments presented in this thesis. This section covers how pulsed side-
band cooling, continuous sideband cooling, and state initialization work.

5.3.1 Pulsed scheme

In a pulsed scheme, the light at 729 nm and the light at 854 nm is alternately applied. This means
that population is transferred to the 2D5/2 state on the red sideband using light at 729 nm and

3This is not the only transition suitable for sideband cooling in 40Ca+. Other schemes include cooling using the
2S1/2 → 2D3/2 732 nm transition [101], or Raman sideband cooling on the 397 nm transition [81, 102].
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850 nm
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Figure 5.3: The sideband cooling scheme in 40Ca+. The listed frequencies are the linewidth Γ of
the transition. Left: Red sideband transitions are driven on the 2S1/2, mJ = −1/2→ 2D5/2, mJ =

−5/2 transition at 729 nm. Light at 854 nm couples 2D5/2 to 2P3/2, speeding up the cooling pro-
cess. Due to selection rules, only 2D5/2, mJ = −5/2 → 2P3/2, mJ = −3/2 can be driven. From
the 2P3/2, mJ = −3/2 state, if the ion decays to the 2S1/2 state (which it does with high proba-
bility), it can only decay to the mJ = −1/2 state, at which point the process can restart. Right:
From the 2P3/2 state, decay can also occur either back to the 2D5/2 state, or to the 2D3/2 state. A
light field at 866 nm pumps the ion out of the 2D3/2 state. Either of these decays and subsequent
repumps can cause the ion to end up finally in either mJ state in the 2S1/2 level.
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Figure 5.4: n̄ after Doppler cooling for variable ωz.

pumped back to the 2P3/2 with the field at 854 nm. The ion decays back to the 2S1/2, and thus the
process starts anew.

After Doppler cooling, the ion is in a thermal distribution with n̄ ' Γ
2ωz

(Equation 4.19). This
is thus dependent on ωz as shown in Figure 5.4, a plot of n̄ after Doppler cooling for typical axial
frequencies4. Thus, the lower ωz, the more we need to cool to reach the ground state of motion.

4Assuming a Zeeman-broadened linewidth.
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Figure 5.5: Top: Population transfer on the second red sideband, the first red
sideband, both with Ω0/(2π) = 92 kHz, and the low intensity first red sideband, with
Ω0/(2π) = 20 kHz, for cooling at ωz/(2π) = 509 kHz, η = 0.136. Bottom: Pn after Doppler
cooling for the same trap paramters.

To more efficiently move population from high n to low n, we make use of higher order side-
bands. In our experiment, we first couple on the 2nd red sideband before moving to the 1st side-
band. The 1st red sideband then serves to pump population to low n. In the last step, we couple
again on the 1st red sideband, but at low intensity to reduce off-resonant scattering.

The efficiency of the population transfer to the excited state for a fixed pulse time and intensity
is motional-state dependent, and assuming resonance is given by

pee,n = sin2
(

Ωn,s
t
2

)
(5.3)

This is plotted in Figure 5.5 for ωz/(2π) = 509 kHz, corresponding to the Lamb Dicke parameter
η = .136. The vacuum Rabi frequency for the 2nd and 1st sidebands is Ω0/(2π) = 92 kHz with
pulse times t = 30 µs and t = 25 µs, respectively. The low intensity red sideband has parameters
Ω0/(2π) = 20 kHz and t = 180 µs5. This corresponds to a π-pulse for n = 1 on the red sideband.

The first thing we see looking at Figure 5.5 is its strong dependence on the motional quantum
number. In a sequence, pulses on the 2nd red sideband occur first. Each pulse transfers population
in n → n− 2 with the efficiency shown in the plot6. If we are considering a starting population
n < 60, then this is capable of pumping the population down to n = 0 if the initial n was even,
and to n = 1 if the initial population was odd, though the process is inefficient at low n as can
be seen in the plot. If the initial population starts instead at n > 60, population will get stuck at
n = 60, since there is no population transfer at this n. The lower plot shows the percentage Pn

5These are actual parameters that were used in the experiment. The exact pulse timings and intensities have since
changed due to cooling at different ωz, for example, but the timings are generally similar, with the Rabi frequencies lower
for lower ωz.

6Neglecting off-resonant coupling and decays on sidebands.
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after Doppler cooling. While the population at n > 60 is small, it is non-negligible at 3 % of the
total population.

Next, we employ a series of pulses on the 1st red sideband, so each pulse causes a change in
motion of ∆n = 1. Population at 15 < n < 100 will be moved to n = 15, and population lower
than this could be pumped to the ground state. The amplitude of the 1st red sideband increases
where the amplitude of the 2nd sideband decreases, such that population that was inefficiently
pumped previously is now efficiently pumped.

The last step is to apply the low intensity red sideband, which takes population in the vicinity
of n = 0 and transfers it to n = 0. Its pulse time is crafted to be a π-pulse for population in n = 1,
and the intensity low as to minimize off-resonant scattering. It also peaks where the previous
sideband had minima.

Population that was stuck in n = 15 after the second step still gets stuck before 0 at n = 5.
One could either create an adaptive scheme, which sweeps either the pulse time or pulse power
to move these minima, or, a technically simpler option, is to loop through this process again.
It is possible to choose parameters differently such that there are fewer minima, however one
makes trade-offs in coupling strength. It is generally sufficient to loop through the process twice
to achieve a ground-state cooled ion7. One must take care, however, not to choose parameters
where all three have minima in the same spot [44]. Another solution would be to use even higher
order sidebands in the cooling scheme [46].

These minima due to nπ-pulses are not the only minima we must worry about. Figure 5.6
shows Ωn,s/Ω0 for the 1st and 2nd sidebands for three different η, or ωz (decreasing ωz from the
first plot down). As we increase η (decrease ωz), we move farther and farther outside of the Lamb
Dicke regime. Points of Ωn,s = 0 appear, and no matter the pulse time or power, we cannot couple
on the sidebands at these n. For small η, these occur at high n and thus are no concern. For larger
η, both n̄ after Doppler cooling increases and the minima move to lower n, working together to
make sideband cooling a more complex process.

Because in the pulsed scheme we have two types of minima to be concerned with, to cool at
lower ωz, it simplifies matters to move to the continuous sideband cooling scheme.

5.3.2 Continuous scheme

The other method is a continuous cooling scheme, where both 729 nm and 854 nm fields are on at
the same time, with the light at 854 nm effectively broadening the linewidth of the transition [104].
In the low saturation limit, the upper level (2P3/2) can be adiabatically eliminated, and effective
linewidth is given by8

Γe f f =
Ω2

854
(Γ393 + Γ854)2 + 4δ2

729
Γ393 (5.4)

The 854 nm field contributes an extra AC Stark shift to the 729 nm transition, given by δ854
Γe f f
Γ397

[91].
For optimal cooling, the 729 nm field should be tuned to the AC Stark-shifted resonance9.

At this point, one could employ a similar rate equation analysis as presented in section 4.2
with modified A± terms, as described by [104]. However, this description is only valid in the

72 loops corresponded to an improvement of nearly 50% on the final n̄ (as simulated), whereas three loops the im-
provement was negligible. Even for poorly chosen parameters where two of the minima nearly overlap, two loops results
in an ion close to the ground state, with negligible improvement after a third loop. The simulations are equivalent to those
detailed in [44, pg. 133].

8The coherence decay γ from the optical Bloch equations is no longer given by Γ/2, however it is a good approxima-
tion for 40Ca+ [104].

9This is an area in which we could gain in our sideband cooling procedure, since at the moment our sequence does
not do this.
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Figure 5.6: Plots of the normalized sideband Rabi frequency as a function of motional quantum
number for Top: η = 0.1, ωz/(2π) = 930 kHz. Middle: η = 0.2, ωz/(2π) = 230 kHz. Bottom:
η = 0.3, ωz/(2π) = 100 kHz. shows the second red sideband and shows the first
sideband (both left axis). is referenced to the right axis and shows the population after
Doppler cooling in each n for a single 40Ca+ at the corresponding ωz. Out of the Lamb Dicke
regime, the sideband Rabi frequencies do not follow the simple formula. They can have regimes
of 0 coupling even at high n.

Lamb Dicke regime, and as discussed in the previous section, we are at times not in the Lamb
Dicke regime when we begin cooling. Thus, this description only gives us an end of cooling
scenario. The end n̄ is dependent on a number of free parameters: δ854, δ729, Ω854, Ω729, and ωz.

The qualitative picture shows us that by effectively broadening the linewidth of the transition,
we sideband cool more quickly. Because the process does not rely on coherent dynamics, we
do not get the 0 population transfer conditions presented in Figure 5.5. We do still get the 0
Rabi frequency points plotted in Figure 5.6, and thus must still use multiple sideband orders and
iterations, depending on the exact starting conditions.

When we employ the continuous scheme, we leave the last stage at low intensity pulsed, as
to most effectively transfer population from low n without needing to perfectly optimize the AC
Stark shifts and the exact 854 nm intensity and detuning.

5.3.3 State initialization

Preparation in the 2S1/2, mJ = −1/2 state is achieved by driving the 2S1/2, mJ = −1/2 →
2D5/2, mJ = 3/2 transition at 729 nm, and coupling to the 2P3/2 at 854 nm. The level scheme
looks similar to that of sideband cooling (Figure 5.3), but between different Zeeman sublevels.
From the 2D5/2, mJ = 3/2 state, the ion can be driven to the 2P3/2, mJ = 1/2, 3/2 states. From the
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Figure 5.7: Schematic of the sideband cooling sequence.

mJ = 1/2 state, it can decay to the 2S1/2, mJ = −1/2. Otherwise it ends up back in the mJ = 1/2
state and the process begins again. Because population is driven out of the 2S1/2, mJ = 1/2 state
but not from mJ = −1/2, eventually the population is optically pumped to the 2S1/2, mJ = −1/2
state. This pumping is realized in a continuous scheme, with the 729 nm and 854 nm light on at
the same time.

Initialization needs to happen within the sideband cooling sequence since the cooling cycle
is not closed. Figure 5.7 shows the general format of the cooling. If the cooling method is a
continuous method, both the 854 nm light and 729 nm light are turned on during the RSB (red
sideband) stages. Otherwise, it is just the 729 nm. During the repump stages, the 854 nm and
866 nm fields are both on.

For each stage of the sideband cooling sequence, after ni cycles of sideband driving and re-
pumping, we employ initialization. This is repeated Ni times, where i = 2 for the 2nd red side-
band, i = 1 for the 1st red sideband, and i = 0 refers to the low intensity sideband. The entire
process is iterated m times.

Our typical values are n1,2 = 25, N1,2 = 5, n0 = 5, N0 = 2, and m = 2. These numbers
are overkill, chosen to be robust for changing parameters; the total time spent can be reduced by
more than a factor of two if we keep the sideband cooling ωz consistent10. For future experiments,
this will be necessary. For continuous cooling, we could remove the loop over ni and increase the
sideband time. We have tried this and seen that it works, but have continued using the mode of
operation shown in Figure 5.7 such that switching back to a pulsed scheme is seamless.

Reverse initialization

If we wish to investigate Zeeman transitions from 2S1/2, mJ = 1/2, we need to initialize this state
instead. To implement this, we first complete the sideband cooling procedure. We can then drive
a π-pulse on the carrier 2S1/2, mJ = −1/2→ 2D5/2, mJ = −3/2 transition. We follow this pulse
with 854 nm light to return the ion to the 2S1/2 state. This is repeated 10 times to pump the ion
into the 2S1/2, mJ = 1/2 state.

5.3.4 Evaluation of cooling

We can simulate cooling, but final optimization is of course always carried out in the lab. Doppler
cooling can be evaluated by probing multiple sideband orders on the 729 nm transition. This
gives, on resonance,

ρee =
n

∑
0

Pn sin2
(

Ωn,s
t
2

)
(5.5)

10In fact, they already are much lower for two ion cooling.
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Figure 5.8: Carrier, 1st, 2nd, and 3rd red sidebands of a Doppler-cooled 40Ca+ ion. The
inset shows an approximate match to expected sideband heights for a thermal distribution with
temperature T = 0.71 mK, where the points correspond to the sideband heights.
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Figure 5.9: Red and blue sidebands of a sideband-cooled 40Ca+ ion. This particular data set
was taken using 500 detection trials rather than 100 for better resolution.

The sideband heights can thus be matched to a thermal distribution. Figure 5.8 shows a sideband
spectrum after Doppler cooling, and the inset shows the heights of the sidebands compared to
the thermal distribution. The Doppler-cooled temperature is thus approximately T = 0.71 mK,
which matches well to the expected temperature including Zeeman splitting.

Sideband cooling can be evaluated using the method presented in section 4.4. Figure 5.9 shows
a sideband-cooled spectrum for ωz/(2π) = 509 kHz, using the continuous scheme. The average
motional occupation number after cooling n̄ = 0.006(3), which corresponds to P0 = 99.4(3)%,
and a temperature T = 4.8(5)µK.

When the ion is prepared in nearly the ground state, Rabi flopping on the carrier has nearly
100% contrast, as shown in Figure 5.10. The single frequency and lack of decoherence on this
timescale is a good indication that the ion is prepared in the ground state of motion.
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Figure 5.10: Carrier Rabi flopping after sideband cooling. data, fit. The fitted amplitude
is 0.484(8).

5.4 Shelving

Detection in 40Ca+ is performed using the electron shelving11 method. The long lifetime of the
2D5/2 state (1.168(9) s) means that, compared to the linewidth (and thus scattering rate limit) of
the 397 nm transition, the ion does not decay in the time it takes to collect fluorescence informa-
tion. If the ion has been shelved, the ion will stay in the 2D5/2 state and thus can’t fluoresce at
397 nm, so the ion will look dark on the CCD camera. If the ion has not been shelved, the ion
will fluoresce and will be visible to the camera. Thus, we have direct access to ρee on the 729 nm
transition. The level diagram corresponding to a shelved ion is shown in Figure 5.11.

Of course, for any single measurement of the ion, it will be either light or dark. ρee is extracted
statistically, by repeating the same measurement for n trials to extract the probability of the ion
being dark. A typical n for our experiment is 100 trials.

11Proposed and coined by Dehmelt in 1975 [13].
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Figure 5.11: Level diagram showing shelving detection. When the ion is in the 2D5/2 state, it
cannot fluoresce at 397 nm, thus the ion looks dark.



Chapter 6

Cooling and detection of 24MgH+

Although none of the experiments presented in this thesis include 24MgH+, to understand the
objectives it is important to understand the structure, cooling, and detection of the molecule in
order to understand the motivation of the experiments.

6.1 24MgH+ Structure

The internal structure of molecules is more complex than atomic structure. In addition to elec-
tronic structure, they also have vibrational and rotational structure.

24MgH+ is a diatomic polar molecule. Its electronic structure is shown in Figure 6.1 (a). Its
ground electronic state is X1Σ+, and the lowest electronic transition is X1Σ+→A1Σ+ with a wave-
length of 281 nm, or 1061 THz. Zooming into the ground electronic state in Figure 6.1 (b), we see
the vibrational spectrum. Each vibrational state splits into rotational states. The lowest rovibra-
tional transitions (|v = 0〉 → |v = 1〉) have wavelengths of about 6 µm, or 50 THz. The rotational
states, denoted by J, have a splitting characterized by the rotational constant B ' 190 GHz [105].
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Figure 6.1: Internal level structure of 24MgH+. (a): The lowest-lying singlet electronic states. (b):
Zoom in of the electronic ground state to see the lowest-lying vibrational and rotational states.
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Figure 6.2: Hyperfine structure of 24MgH+.

The rotational level energies are given by

EJ = h̄BJ(J + 1) (6.1)

Thus the separation between J = 0 and J = 1 is 0.38 THz, or a wavelength of 0.8 mm.
24MgH+ has nuclear spin I = 1/2, and thus has hyperfine structure. The energy of the hyper-

fine structure is given by

∆EJ = −h
CI
2
(F(F + 1)− I(I + 1)− J(J + 1)) (6.2)

where CI = 18.1 kHz [106] is the spin-rotation constant for 24MgH+. The splitting of the rotational
levels into the hyperfine structure is represented schematically in Figure 6.2. Further, when the
molecule is placed in a magnetic field B, the hyperfine structure undergoes Zeeman splitting. The
Zeeman splitting in 24MgH+ can be calculated by diagonalizing the Hamiltonian

H = −hCI Î · Ĵ − gpµN Î · B− grotµN Ĵ · B (6.3)

where gp is the proton g-factor, grot ' −0.08 [106] is the rotational g-factor, and µN = eh̄
2mp

is the
nuclear magneton, where mp is the mass of the proton. The first term is the hyperfine Hamil-
tonian, and second two terms are the Zeeman components. This Hamiltonian can be simplified
by defining the B-field along the z′-axis1 and expanding Î · Ĵ into the z′-components and the lad-
der operators. The resulting Zeeman splitting is shown in Figure 6.3, where each plot shows the
frequency difference from EJ/h.

1I’ve written z′ as to not confuse this axis with the trap axis. This is merely to use the standard definitions of the
angular momentum operators.
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Figure 6.4: Rotational population distribution before and after employing rotational cooling, com-
pared to rate equation theory. Results and figure reproduced from A. Hansen’s thesis [108].

6.2 Preparing internal degrees of freedom

At room temperature, 24MgH+ is found in its ground electronic state. With a vibrational constant
of about 50 THz, at room temperature the 24MgH+ is also in the ground vibrational state with
a likelihood of more than 99.9 %. It is, however, distributed between the rotational levels. Fig-
ure 6.4 shows the room temperature distribution of 24MgH+ between the rotational states in red.
Sympathetic cooling (section 6.3) is effective at cooling the external motion of the molecule, but
it is not effective at cooling the rotation [107]. Thus, it is necessary to employ other techniques to
prepare the ion in a specific rotational state.

One technique used for cooling the rotational degree of freedom in molecular ions is buffer
gas cooling. Buffer gas cooling is employed either by using a leaked in buffer gas, generally in a
cryogenic environment [109], or by using clouds of laser-cooled atoms [41]. Buffer gas cooling is
not species dependent2, and helium buffer-gas cooling as been demonstrated with great success
in 24MgH+, with a ground state population of nearly 0.8 after about one second for a single ion
[43]. Our trap is not equipped for using either leaked-in buffer gases or laser-cooled clouds,
though in our group a cryogenic trap is currently being constructed in which this technique can
be employed.

Another method is to employ rotational cooling by optical pumping. This species-specific
method has been previously employed in 24Mg+-24MgH+ Coulomb crystals in Aarhus [40], and
other schemes have been implemented in a few other species as well [42, 111]. The scheme for
24MgH+, proposed by Vogelius et al. [112], is pictured in Figure 6.5. A laser tuned to 6.2 µm pumps
population from |v = 0, J = 2〉 → |v = 1, J = 1〉. From this point, |v = 1, J = 1〉 can decay either
to |v = 0, J = 0〉 or to |v = 0, J = 2〉. If the ion decays to |v = 0, J = 2〉, it gets pumped back
again.

Blackbody radiation couples the rotational states, and the blackbody rates are higher for
higher rotational states. The blackbody radiation couples population from higher states into
|v = 0, J = 2〉, allowing it to be pumped into |v = 0, J = 0〉. Of course, blackbody radiation

2The mass ratio between the gas and the species does effect the cooling, and should be . 1 [110], but the same buffer
gas could be used to cool multiple species.
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Figure 6.5: Diagram showing the rotational cooling scheme. A 6.2 µm laser drives the |v = 0, J =
2〉 → |v = 1, J = 1〉 transition. The dotted lines indicate the decay paths, and the green arrows
indicate blackbody coupling.

also limits the final rotational state population, as population is coupled out of the ground state.
The final population compared to the initial is shown in Figure 6.4. The entire process takes about
60 s [113].

While the population increases dramatically, this method does not prepare us with near 100 %
in any state. The solution to this problem is to perform probabilistic state preparation via state
projection. One method is to perform successive state-selective dissociation measurements. By
attempting to dissociate multiple times from |v = 0, J > 0〉, and not having a dissociation event,
the population is projected into |v = 0, J = 0〉. This is problematic with a single ion since every
time it is dissociated, we need to load a new ion. This is very time intensive and impractical.

Another solution is to use quantum logic spectroscopy [48] (subsection 6.4.1) to map informa-
tion about the internal state onto the motion of a 40Ca+-24MgH+ crystal [50, 51]. If we interweave
π-pulses on a blue sideband transitions in 24MgH+ and detections in 40Ca+, we can detect when
a transition occurs. By sampling multiple rotational states, we can ’find’ the state of 24MgH+3.

Once we see a change in motional state, we know what state 24MgH+ is in, and can move
it to where we want it. We are in the midst of developing a technique that uses a femtosecond
frequency comb to drive Raman transitions between rotational states. Using this technique, we
will be able to prepare any rotational state within ∆J = 2 of the initial. For more information on
how a frequency comb can be used to drive Raman transitions, see [114, 115].

6.3 Sympathetic cooling

The general absence of closed, fast cycling transitions in molecular ions means that direct Doppler
and sideband cooling are typically not possible. Though we cannot directly cool the 24MgH+, we
can sympathetically cool it by cooling co-trapped 40Ca+.

3Or, rather, project into that state.
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Figure 6.6: Sideband spectrum of 40Ca+-42Ca+ for Doppler-cooled or sideband-cooled ions.
The numbers refer to the sideband orders in terms of (n+, n−).

Sympathetic cooling was first suggested by Wineland, et al. in 1978 [83], employed in Pen-
ning traps in 1980 on different Mg+ isotopes [116], and on different species, 9Be+ and 198Hg+, in
1986 [21]. The next year it was implemented in Paul traps to cool crystals of 2-4 ions4. Since,
sympathetic cooling has been used extensively to cool both atomic and molecular ions [118], al-
lowing for the study of otherwise inaccessible ions. Most recently, it has been employed in two
ion chains with one atomic ion and one molecular ion [44–46], enabling the implementation of
high resolution spectroscopy [47, 49].

The idea of sympathetic cooling is a simple one: two species are trapped together in a crys-
tal. Due to the Coulomb interaction combined with the trapping potential, they share motional
modes (section 2.2). Changing the motion of one species thus influences the motion of the other.
Therefore, if we cool the motion of one species, we also cool the motion of the other. This princi-
ple can be applied both to Doppler and sideband cooling. As such, we can cool 24MgH+ down to
the ground state of motion by employing both Doppler and sideband cooling on 40Ca+.

Sympathetic sideband cooling [119] works under the same principle of sideband cooling: re-
moving motional quanta by addressing the red motional sidebands. With two ions, however,
there are two axial frequencies, ω+ and ω−. The blue trace in Figure 6.6 shows the sideband
spectrum of a Doppler-cooled 40Ca+-42Ca+ crystal5. The sideband structure is much more com-
plex than in the single ion case as sidebands form at any integer multiple combination of the two
frequencies.

To cool the two ions down to the ground state in one of these modes, we must address the
red sidebands of that mode on one of the two ions. For the in-phase mode, this corresponds to
(-2,0), and (-1,0) for the second and first red sidebands, and (0, -2) and (0, -1) for the out-of-phase
sidebands. To cool both modes, we must address the red sideband of both modes on one of the
two ions. In practice, we interleave cooling pulses6 on each mode, such that in Figure 5.7 each
sideband-repump pair would be followed by one of the other mode. The red trace in Figure 6.6
shows a sideband-cooled spectrum, and the complex peak structure has been cooled out. The
multiple peaks around the carrier are a result of over-driving the carrier transition.

4All ions were 198Hg+ [117], but the cooling beam was focused as to address only a single ion, thus this is still sympa-
thetic cooling.

5 42Ca+ does not fluoresce at the same frequency as 40Ca+, and thus is a dark ion. By cooling 40Ca+, we cool 42Ca+

sympathetically.
6In both the continuous and pulsed schemes.
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Figure 6.7: , In-phase and , out-of-phase sidebands for a sideband-cooled 40Ca+-42Ca+

crystal. The lines show a fit of a Rabi line shape to the data. Both in- and out-of-phase data was
taken with a pulse corresponding to a π-pulse on the respective mode.

Figure 6.7 shows the first order in- and out-of-phase sidebands of a sympathetically cooled
40Ca+-42Ca+ crystal. The motional occupation of the in-phase mode is n̄+ = 0.027(10) (P0 =
97.4(9)), and the thermal occupation of the out-of-phase mode is n̄− = 0.021(15) (P0 = 97.9(14)).
For these plots, parameters for each mode from Figure 5.7 were n1,2 = 10, N1,2 = 5, n0 = 6,
N0 = 2, and m = 2. Naturally, in order to study 24MgH+, we will have to sideband cool 40Ca+-
24MgH+. This will require somewhat different parameters due to the changing eigenvectors,
frequencies, and Lamb-Dicke parameters, but sympathetic cooling of lighter-mass species with
even larger mass ratios has been previously demonstrated [120].

6.4 Detection of 24MgH+

The absence of closed cycling transitions in 24MgH+ also means that we cannot perform fluo-
rescence detection on 24MgH+. In order to perform rovibrational spectroscopy, we need to be
able to detect changes in the internal state of 24MgH+. Previously in our group, the internal state
of 24MgH+ was determined using destructive rotational state selective dissociation [37, 121, 122],
called 1+1 resonance-enhanced multi-photon dissociation (REMPD). These experiments were car-
ried out on large Coulomb crystals; thus statistics could be built up over fewer experimental
cycles.

The large Coulomb crystals are not, however, cooled into the Lamb Dicke regime, and thus
suffer from Doppler broadening, limiting spectroscopic resolution. Further, the ions in the outer
shells experience more micromotion than those at the center, and thus the second order Doppler
shift limits spectroscopic precision. Lastly, between the many motional modes and the presence
of micromotion, one cannot practically sideband-cool a large crystal. The need to switch to single
molecular ions is evident, but dissociation detection is impractical with a single ion, as one would
have to reload with every dissociation.

A better solution is to use the co-trapped 40Ca+ as a sensor for the state of 24MgH+. This works
by using the coupled motion of the ions to detect motional transitions in 24MgH+ by measuring
the sidebands of 40Ca+. This technique is called quantum logic spectroscopy (QLS) [48].
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Figure 6.8: QLS scheme: 40Ca+ is shown in blue, with a simplified level structure shown inside of
it (2S1/2, 2P3/2, 2D5/2). The molecular ion is shown in red.

6.4.1 Quantum logic spectroscopy

The technique of QLS was first proposed and demonstrated by Schmidt, et al. at NIST in 2005 [48].
It has opened the doors to the precision spectroscopic study of ions which to not have an easily
accessible cooling transition. It has been used to great end in atomic ions for metrology, and
quantum logic-based 27Al+ clocks are some of the best in the world [16,19]. In terms of molecular
ions, this technique has been implemented for 24MgH+ at PTB7 [49] and for CaH+ at NIST8 [47].

QLS is a technique that is used to track the internal state of a non-fluorescing ion by monitor-
ing the motional state of a co-trapped fluorescing ion. Because the two ions have coupled motion,
driving a sideband transition in the non-fluorescing ion will cause both the non-fluorescing ion
and the fluorescing ion to have a motional state change. We are most sensitive to motional state
changes when we are cooled to the ground state of motion.

The following details a basic QLS experiment. I use the notation |i〉a|i〉m|n〉, where a (atomic)
refers to the 40Ca+, m (molecular) refers to 24MgH+, and the internal state i can be g, for ground,
or e for excited for either ion. For simplicity, we only consider one motional mode with quantum
number n. The description follows Figure 6.8, where the first point in each step refers to the top
part of the image, and the second point refers to the bottom section of the image.

1. Prepare the shared motion in the motional ground state via sympathetic sideband cooling:
|g〉a|g〉m|0〉.

2. Probe the molecular ion near the transition you wish to see. To first order, either:

• The ion makes a transition on the blue sideband, and the motional state increases by
one quanta: |g〉a|g〉m|0〉 → |g〉a|e〉m|1〉.

7Used for electronic spectroscopy.
8Used to manipulate the Zeeman and hyperfine states.
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• The ion does not transition on the blue sideband, so the motion remains in the ground
state: |g〉a|g〉m|0〉.

3. Perform a π-pulse on the red sideband of the atomic ion’s shelving transition.Depending
on the previous step, either:

• If the motional state increased in the previous step, the ion will transition, shelving:
|g〉a|e〉m|1〉 → |e〉a|e〉m|0〉.

• If the motion was in the ground state, the red sideband does not exist, and nothing will
happen: |g〉a|g〉m|0〉.

4. Perform detection of the atomic ion.

• If the ion is shelved (|e〉a), it will not fluoresce.

• If the ion did not transition(|g〉a), it will fluoresce.

In short, if the atomic ion does not fluoresce in the last step, it made a transition, and if it does,
it did not. By running this sequence many times and scanning the detuning of the spectroscopy
laser, one can resolve the blue sideband transition. One can also probe carrier transitions by first
transitioning on the 24MgH+ carrier |g〉a|g〉m|0〉 → |g〉a|e〉m|0〉, and then driving a red sideband
on the 24MgH+ to |g〉a|g〉m|1〉. The sequence is identical from this point forward. The red side-
band can also be probed by preparing in |n = 1〉, for example.

This sequence can be used for spectroscopy even if it is not possible to implement a coher-
ent pulse on the sideband. If we drive 24MgH+ sidebands using an incoherent light source, we
still have excitation out of the ground state, and thus will detect a signal on 40Ca+. This exten-
sion of QLS has been termed photon-recoil spectroscopy [123] and sympathetic heating spec-
troscopy9 [125] and in both cases was implemented in atomic ions. In an attempt to avoid confu-
sion between terms, I will refer to all techniques as QLS, and clarify what situation I am referring
to.

Since QLS relies on a high probability of the ion being in the ground state of motion if a
transition did not occur, it is important that the heating rate of the trap is small compared to the
interaction time of the ion10. Because QLS is carried out on only one of the two axial modes, we
can choose the mode with the lower heating rate: the out-of-phase mode. In a 40Ca+-24MgH+

crystal, this mode has a heating rate 3.5 times lower than single ion would at the same frequency
ω−.

The only caveat is that the heating of the in-phase mode influences the Rabi frequency of the
out-of-phase mode. Thus, as the in-phase mode heats, the signal height of the out-of-phase mode
reduces (see Appendix C.3). This only becomes significant at high n̄, and the lower the η, the less
it contributes.

6.5 Adiabatic cooling

The challenge of using QLS to perform direct vibrational spectroscopy is that QLS requires driv-
ing sideband transitions on the vibrational transitions. Vibrational transitions in 24MgH+ are in
the mid-IR (' 6 µm), and these photons carry nearly an order of magnitude less momentum than
photons at 729 nm. Thus, compared to exciting a carrier transition, it is much more difficult to
excite a sideband transition in 24MgH+ than in 40Ca+.

9Here the experiment was carried out without sideband cooling and detection was based on fluorescence levels. Their
suggestion for ground state cooled ions was termed quantum sympathetic heating spectroscopy [124].

10It should be noted that QLS schemes also exist for ions which are not sideband cooled [33].
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Figure 6.9: The Lamb Dicke parameter of a 40Ca+-24MgH+ two-ion chain as a function of (a):
the equivalent single 40Ca+ ion frequency, and (b): ω±. In each, the red curves show η± for
driving a 729 nm transition in 40Ca+, and the blue curves show η± for driving a 6.2 µm transition
in 24MgH+. The solid lines are η+, and the dotted are η−.

A solution to this problem can be found by comparing the Lamb Dicke parameters for 24MgH+

versus 40Ca+. The scattering rate on a sideband is proportional to the square of the Lamb Dicke
parameter, which is given for a two ion crystal by Equation 3.32. The important point is that

η2 ∝
k2

ω±
(6.4)

While we cannot control the wavelength of the transition, we can control the axial frequency.
Thus, by lowering the axial frequency, we can increase the sideband scattering rate. The axial
frequency dependence of the 40Ca+ and 24MgH+ η’s is shown in Figure 6.9.

As explained in section 5.3, sideband cooling becomes much more complex as the Lamb
Dicke parameter increases. Further, as the axial frequency decreases, the spectral resolution of
the sideband spectrum decreases. Most notably, the 2nd order in-phase sidebands become closer
and closer to the 1st order out-of-phase sidebands. Figure 6.10 shows how the (2ω+ − ω−)/ω1
changes as a function of mass-ratio. Thus, we do not want to perform operations on 40Ca+ at
low ω±. The solution is to sideband cool at high ω±, adiabatically lower ω±, perform the spec-
troscopy pulse on 24MgH+, and adiabatically raise ω± before measuring the sideband on 40Ca+.
This process of adiabatically opening the trap potential is called adiabatic cooling. It is called
cooling because if we lower the axial frequency without changing the motional quantum number
n, the energy given by the harmonic Hamiltonian decreases

Eho = h̄ωz

(
n +

1
2

)
(6.5)

We can see as well from Equation 4.44 that decreasing ωz lowers the temperature of the ion in the
z-direction.

For a frequency ramp to be adiabatic, it must not change the motional occupation of the har-
monic oscillator. The condition for this is given by

β ' ω̇z

ω2
z
� 1 (6.6)
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Figure 6.10: Separation between the second in-phase sideband and the first out-of-phase side-
band, as a function of mass ratio µ, in units of ω1, the axial frequency of a single ion of mass
m1.

From this expression, it is evident that the shape of the frequency ramp will impact the evolution
of β in time. Y. Guberman [126] looked into the adiabaticity of different shape ramps—square-
root, exponential, and constant adiabaticity—by calculating the expected gain in motional quanta,
∆n̄ for three different ramp shapes. He solves each numerically, and provides analytical approxi-
mations for the results.

These three frequency ramp shapes are shown in Figure 6.11. Experimentally, we reduce ωz
by lowering Vend. This makes a frequency ramp with a square-root time dependence interesting
because it corresponds to a linear voltage ramp. It was found that this ramp type far under per-
forms the other two. This is not unexpected, as the rate-of-change of frequency stays constant, but
the frequency decreases. Thus, it becomes harder and harder to fulfill the adiabaticity condition
as the ramp decreases in frequency.

An exponential time dependence is also of interest. It is a shape that naturally arises from
electronic filtering, though in a one-sided direction11. The last, and perhaps most obvious choice,
is a ramp shape that keeps the adiabaticity parameter β constant. Defining ωz,t as the axial fre-
quency at the top of the ramp, ωz,b as the frequency at the bottom of the ramp, and α =

ωz,b
ωz,t

, the
functional form of the ramp is given by

ωz(t) =
ωz,t

1 + t
tr
( 1

α − 1)
(6.7)

where tr is the time it takes to complete the ramp.
Figure 6.12 compares for variable tr the heating of an exponential ramp and a constant adia-

baticity ramp for a ramp with ωz,t/(2π) = 284 kHz and ωz,b/(2π) = 22 kHz, which corresponds
11A capacitive filter will cause initial voltage changes to happen quickly, and final voltages changes to happen slowly.

This means that for decreasing the frequency, this ramp does well to fulfill the adiabaticity condition, but upwards it does
not.
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Figure 6.11: (a): Three different types of frequency ramps from ωz,t284 kHz to ωz,b22 kHz in
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100 120 140 160 180 200
tr [ s]

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

n
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to Vend = 18.6 V to 0.05 V. The heating of a square-root ramp with these parameters gives more
than a quanta of heating. Because the constant adiabaticity ramp out-performs the exponential
ramp12, we choose to implement the constant adiabaticity ramp.

The heating of the the constant adiabaticity ramp has the form [126]

n̄ =
1
4

(
1

ω f t f

)2

(1− α)2 sin2
(

ω f t f
log (α)

1− α

)
(6.8)

12Noted in numerical simulations of the exponential ramp, a sinusoidal form is also seen, however in the exponential
case the oscillations are centered around the line.
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Introduction

The full experimental setup for our ion trap experiments is extensive, spanning several rooms,
with the trap setup in one room and the laser systems in other rooms. Nine months into my
PhD we had the joy of moving our labs from one basement to another13. Thankfully, all of the
optics stayed on the tables, but nearly every cable had to be labeled, unplugged, and moved. Free
space beam paths had to be reworked, and many fibers had to be strung. The benefit of moving,
however, was brand new lab facilities spread over 11 rooms and a much better understanding
of the apparatus. Figure 6.13 shows on the left, the old lab, in the center, our trap table being
lowered by a crane into the basement, and on the right, the central laser room of our new lab.

There are many aspects to an ion trap experimental setup, thus this part is broken into several
chapters. Chapter 7 covers the setup on the trap table. This consists of the trap which sits inside
of the vacuum chamber surrounded by an optical table for guiding laser beams into the chamber.
Above the chamber sits the imaging system, which enables us to see the ion fluorescence. Also
covered in this chapter is the magnetic field used to control the Zeeman splitting of the ions.
Lastly, I discuss means of production of the ions.

Chapter 8 covers the laser systems used in the experiment and Chapter 9 covers the electronics
used to provide voltages on the trap electrodes. Lastly, Chapter 10 discusses the experimental
control system.

Figure 6.13: Left: the old lab. Center: the trap table is lowered by a crane to the basement. Right:
the central laser lab in the new lab. Typically in the new lab, all tables are surrounded by curtains.

13"We moved a few things around in the lab...and the lab."
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Chapter 7

Trap setup

7.1 Trap

As described in Chapter 2, we trap ions in a linear Paul trap. The trap in our setup was designed
by Niels Kjærgaard circa 2000 [127]. Figure 7.1 shows a photograph of the trap.

The dimensions of the trap, given in Table 7.1, were chosen such that the potential seen by a
large crystal would be approximately harmonic. This was achieved by choosing the ratio of R/r0
(as defined in Figure 2.1) such that close to the axis, the potential is nearly perfectly quadrupolar
[65, 128]. The length of the central electrodes, combined with the long endcap electrodes, was
chosen such that the harmonic approximation of the DC confinement would hold over a scale of
mm’s [127] away from the trap center. It speaks to the versatility of this trap that it can be used
for experiments of both large crystals and single ions.

The trap electrodes are constructed of 12 sections of gold-coated stainless steel rods, insulated
from one another by Macor. The 12 electrodes are split into four rods of three pieces, with the
four rods mounted in Macor. The construction of a single rod is show in Figure 7.2.

10 mm

Figure 7.1: A photograph of the linear Paul trap used in the experiments presented in the thesis.
Figure from N. Kjærgaard [127].
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Geometric trap paramters

z0 2.70 mm
r0 3.50 mm
R 4.00 mm
ze 20.00 mm
κ 0.248

Typical trapping parameters

Single Ion Two Ions

a 0.023 0.007
q 0.49 0.34
VRF 1090 Vpp 750 Vpp
Vend 60 V 18.6 V
ωr 730 kHz 525 kHz
ωz 509.1 kHz 283.7 kHz
ΩRF 2π×4.682 MHz

Table 7.1: Trap parameters. q values and VRF are calculated from spectra of the radial modes. The
geometric parameters refer to the parameters defined in Figure 2.1. Ion frequencies ωz, ωr refer
to the measured frequencies for 40Ca+ ions at the voltages listed.

Endcap
connections

Center electrode
connectionMacor 20 mm

Figure 7.2: Construction of a single rod of the ion trap. The yellow sections are gold-coated
stainless steel. Figure from N. Kjærgaard [127].

The voltages, Vend and VRF, that are applied to the trap change depending on the experimental
situation, and are tabulated in Table 7.1. Lower voltages were chosen for the two-ion case for
several reasons:

• The Lamb Dicke parameter(s) η is smaller in a two-ion crystal than for a single ion, so ωz
can be smaller and achieve the same η.

• With a two-ion crystal, we saw that the ions had a tendency to decrystalize from an ax-
ial crystal and rotate in the radial plane. We found that this was alleviated by lowering
VRF, possibly as a result of lowering the q parameter. This lowers ωr, and to keep the ions
crystallized axially, ωr > ωz must be fulfilled. Thus, must Vend also be lowered.

• For 24MgH+, the single ion voltages are the very end of the stability region, as shown in
Figure 7.3. In other words, q would be even higher for 24MgH+.
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Figure 7.3: Stability diagram in terms of the trap voltages for 40Ca+ and 24MgH+.

For the experiments presented, precise knowledge of ωz at a range of Vend is required. To
calibrate ωz (Vend), we take advantage of the fact that the cooling beam exerts light pressure on
the ion. By pulsing the cooling beam, we create a driven harmonic oscillator. When the beam
is pulsed at the frequency ωz, the ion is excited and appears blurry on the camera. For each
measurement, the power of the pulsed cooling beam is reduced to the lowest possible where we
can still see the ion, to reduce the influence of the cooling force on the oscillation. Using this
method, we can extract ωz to about 100 Hz precision [102]. We then fit

ωz (Vend) =

√
2Qκ × A(Vend + B)

mz2
0

(7.1)

to the measured ωz, with fit variable parameters A and B. A plot showing the measurements
and fit is given in Figure 7.4. The plot shows two sets of data, taken 10 months apart, whose fit
parameters agree. The a trap parameter is calculated from the measured ωz as per Equation 2.8.

For ωr, the radial spectrum was measured by resolving the motional sidebands in the radial
direction after only Doppler cooling. VRF is then calculated with the measurements of both ωr
and ωz. The q parameter is then also calculated from these frequencies as per Equation 2.8.

7.2 Vacuum chamber

To isolate the ion trap from background gas collisions, the trap is placed in the center of a vacuum
chamber. The chamber has not been opened for more than 10 years, so the only thing required to
maintain vacuum is an ion getter pump1. The pressure is monitored by an ion gauge2, and typical
background pressures are 2× 10−10 mbar as reported by the ion gauge. The vacuum system

1Leybold IZ 270
2AML UHV Bayard-Alpert
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Figure 7.4: Curve showing the calibration of ωz. Measurements are for a single 40Ca+. The fit
follows Equation 7.1 and the parameters for the curve are A = 1.045 85(5) and B = 0.0650(1)V.
This fit is to the data in December. For every point in February, there is a corresponding point for
December.

further is equipped with a leak value such that gas (e.g. H2) can be leaked in to facilitate reactions
with atomic ions to form molecular ions.

The chamber is mounted such that it is surrounded by an optical table, and has 7 ports around
the circumference for optical access, 8 ports for other purposes, as well as one port on top for
imaging access. A photograph of the chamber surrounded by the optical table is shown in Fig-
ure 7.5, a diagram shown from the top is in Figure 7.6, and an image of the inside of the chamber
is in Figure 7.7. The optical ports are fused silica, aside from the two 45° ports which are made of
CaF2 to allow for optical access with the 6 µm quantum cascade laser for vibrational spectroscopy
and rotational cooling of 24MgH+.

The ports not used for optical access serve other purposes, as labeled in Figure 7.6, and un-
derstanding the inside of the chamber shown in Figure 7.7 can help us understand what they are
for. The ion trap sits in the middle of the chamber. The trap electrodes need to be provided with
RF and DC voltages, which are sourced through the trap feedthrough which can be seen at the
center top of the photo.

The atom ovens (see section 7.5 for more on the production of ions) containing Mg and Ca are
shown in the right hand side of the chamber. The atom beams are skimmed by two skimmers,
and the beams can be blocked by a mechanical shutter, moveable from outside the chamber. The
current for heating these ovens comes in through a feedthrough, and the outputs of two oven
thermocouples are sent through the same feedthrough. Not visible in Figure 7.7 is the ion gauge
filament.

The alignment fiber can be moved into the trap via a translation stage from outside the cham-
ber, such that the end of the fiber is in the center of the trap. This is useful for rough alignment of
the laser beams to the ion position, as it is easier to see scattered light from the fiber than a signal
from the ion, as the fiber has a 125 µm diameter. It is also helpful for positioning the imaging
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Figure 7.5: Photograph of the trap optical table, with the vacuum chamber in the center.

system to be roughly centered on the ion.
Also pictured in Figure 7.7 is an electron gun. This, along with the rest gas analyzer (RGA),

and liquid nitrogen container are not used in the experiments presented in this thesis. Lastly, a
lens for focusing into a photomultiplier tube (PMT) for detection is shown in Figure 7.7. This is
not currently used, but we may wish to use it in the future.

7.3 Imaging system

The imaging system looks down on the ion from above through the top viewport of the vacuum
chamber. It is constructed of a lens, an image intensifier, and a camera. The entirety of the imaging
system is mounted on a tower, and its height is adjustable using a motor. The tower is mounted
to the frame of the trap optical table.

A schematic of the imaging system is presented in Figure 7.8. The lens used is a custom-
made compound lens with a focal length of 70 mm and a numerical aperture of 0.28. The lens is
placed approximately 7.5 cm away from the ion, just above the top viewport, and is mounted on
a translation stage with micrometer screws for precision positioning. About one meter higher, the
ion image is focused onto an image intensifier3. The output of the image intensifier is focused by
another lens4 onto a CCD camera5. The image intensifier is powered by homebuilt electronics6,
and can be gated down to 1 ns.

3Proxitronic, BV 2581 BY-V 1N
4Nikon AF Micro Nikkor 60mm f/2.8D
5PCO Sensicam QE
6By Erik Søndergaard
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Figure 7.6: Overhead schematic of the vacuum chamber. Figure from N. Kjærgaard [127].

The magnification of the imaging system is calibrated by measuring the distance between two
axially-aligned ions at varying axial frequencies, as the absolute distance between two ions can
be calculated if one knows the axial frequency. Images of the ions are shown in Figure 7.9 (a). The
distance between them in pixels is found by fitting the intensity distribution across the images to
a sum of Lorentzians, shown in Figure 7.9 (b).

Equation 2.14 from section 2.2 gives the equilibrium distance zeq of two ions. If we measure
this distance in CCD pixels, we get the expression

zeq[pix] = A
(

2e2/4πε0

mω2
z

) 1
3

(7.2)

where A is the number of pixels per meter. By fitting the measured pixel separation versus axial
frequency with Equation 7.2 (Figure 7.9 (c)), we obtain A = 0.677(3)pixels/µm, which is 1

A =
1.477(2)µm/pixel. The size of each CCD pixel is 6.45 µm× 6.45 µm, giving a total system magni-
fication of M = 4.4.
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Figure 7.7: The inside of the trap vacuum chamber. Photo from N. Kjærgaard [127].

Sensicam camera

Nikon macro lens

Image intensifier

Lens

WindowTrap

Figure 7.8: Schematic of the imaging system. In the setup, the camera is above the trap (vertical).
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Figure 7.9: Magnification calibration (a) Images of two ions at varying axial frequencies ω+/(2π).
(b) Intensity profile of the image at ω+/2π = 360.5 kHz as a function of horizontal pixel number.
The intensity is fit to a sum of two Lorenzians. (c) shows the fitted ion separation as a function of
ω+/(2π), and the fit with Equation 7.2.
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Figure 7.10: Photograph showing magnetic field coils. The orange coil wrapped around the trap
provides the quantization axis magnetic field. The two red coils, one in the front and one on the
left, provide angular magnetic field compensation. The coil for AC magnetic field compensation
sits underneath the tin foil, on top of the top viewport.

7.4 Magnetic field

The magnetic field used to control the Zeeman splitting in 40Ca+ is produced by a coil that sits
on the vacuum chamber, shown in Figure 7.10. The magnetic field that the ion sees from this coil
defines the quantization axis, which is perpendicular to the trap axis, and is oriented vertically
in the lab frame. The coil is composed of 100 turns of copper wire with a diameter of 42 cm.
The vertical distance of the coil to the ion is approximately 4.5 cm. The magnetic field at the ion
is approximately 3 G A−1, as measured on the ion by measuring two 2S1/2 → 2D5/2 transitions
with different mJ and using Table 5.1 to calculate the field. Typically we run experiments with
a magnetic field of about 6.5 G, accomplished by running the coil at a fixed current of 2.170 A,
provided by a low-noise current source7. The rated current ripple on this supply is 200 µArms
[129]. This corresponds to magnetic field fluctuation of 600 µGrms.

To adjust for a tilt in the magnetic field due to stray fields, the earth’s field, and imperfect
coil placement, two smaller coils are placed such that their magnetic fields point in perpendicular
horizontal directions. The coils are wrapped around viewports, as seen in Figure 7.10, and have
400 windings each at a diameter of 10 cm. They sit 23 cm away from the ion.

The compensation of the field tilt is done by taking advantage of the fact that for a dipole tran-
sition, π-polarized light only drives transitions where ∆m = 0. We can set the polarization of the

7Toellner TOE 8852-32
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Figure 7.11: Comparison of the 50 Hz magnetic field noise at the ion before and after
compensation, as measured on the 2S1/2, mJ = −1/2→ 2D5/2, mJ = −5/2 transition.

866 nm repump beam to vertical. The smaller the angle between the polarization and the mag-
netic field, the less effective the 866 nm beam will be at repumping as the ions get trapped in dark
states [100]. The crystal’s fluorescence will therefore decrease. By monitoring the fluorescence of
the crystal while scanning the current to the compensation coils, it is possible to adjust the direc-
tion of the field at the ion to be vertical. The currents of the coils after adjustment are 224 mA in
the trap’s axial direction, and 454 mA in the radial direction, corresponding to a magnetic field at
the ion of 219 mG and 109 mG, respectively. The compensation is good within 5 mG.

Because the frequencies of the transitions used for sideband cooling and shelving are depen-
dent on magnetic field, it is important that the magnetic field is stable during measurements. The
AC wall voltage at 50 Hz means that there is a lot of 50 Hz magnetic radiation in the lab. To com-
bat the changing field over time, we do two things. One is that we line-trigger our experiment,
that is, always start it at the same point during the AC line. This means that the sequences are re-
peatable. However, since a sequence consists of many parts, and various sequences may not have
identical timing, the field changes over the course of a measurement, or between two different
types of measurement. Ideally, then, we reduce this magnetic field noise as much as possible.

We compensate the AC magnetic field using an additional coil (approx. 100 turns, 7 cm from
the ion, 18 cm diameter) that sits on top of the chamber’s top viewport. A phase-shifted and
amplitude-adjusted AC line is fed into this coil. The amplitude and phase shift are experimentally
adjusted until the 50 Hz oscillation of the transition frequencies is minimal. Figure 7.11 shows a
plot of the AC magnetic field noise as a function of relative delay from the line trigger before and
after compensation, as calculated from the 2S1/2, mJ = −1/2 → 2D5/2, mJ = −5/2 (shelving)
transition frequency using Table 5.1. The pre-compensation amplitude is 938(12)µG and the post
compensation amplitude is 280(70)µG. This corresponds to 2.62(3) kHz and 0.8(2) kHz on the
shelving transition.

It is also important that the field and the field compensation stay consistent over time. Fig-
ure 7.12 shows the calculated magnetic field over the course of 6 hours overnight (when the field
is more stable). This measurement was taken by measuring the 2S1/2, mJ = −1/2→ 2D5/2, mJ =
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Figure 7.12: Magnetic field as a function of relative delay from the line trigger, taken over the
course of 6 hours at night. The field is calculated by measuring the 2S1/2, mJ = −1/2 →
2D5/2, mJ = 3/2 and 2S1/2, mJ = 1/2 → 2D5/2, mJ = −3/2 transition frequencies. The fit
puts the 50 Hz noise amplitude at 400(20)µG.

3/2 and 2S1/2, mJ = 1/2 → 2D5/2, mJ = −3/2 transitions consecutively and taking the differ-
ence ∆ν of the two frequencies for varying delay times with respect to the AC phase. This is
expressed mathematically as

ν±2 = ν729 ±
(

dν

dB
{2S1/2}B +

dν

dB
{2D5/2,±3/2}B

)
∆ν = ν+2 − ν−2

= 2B
(

dν

dB
{2S1/2}+

dν

dB
{2D5/2,±3/2}

) (7.3)

where ν729 is the non-Zeeman-shifted frequency of the 2S1/2 → 2D5/2 transition, ν±2 refers to
the measured frequencies of the specific ∆mJ = ±2 transitions mentioned above, and dν

dB for
the relevant states comes from Table 5.1. These two transitions were chosen since the difference
between them is dependent on only two shifts and the magnetic field. By subtracting the two
transition frequencies, shifts due to laser frequency drift drop out.

The amplitude of the 50 Hz noise is 400(20)µG and is consistent throughout the night. The
point spread in Figure 7.12 is not obviously correlated with time and could be due to small,
frequent field shifts or laser frequency fluctuations on the time scale of a measurement. It could
also be related to the voltage ripple rating of the supply, though the datasheet is not specific about
the frequency of the ripple, and rather gives a frequency range. It is unlikely that ripple at high
frequencies is the issue, as the spectroscopy peak would be comparably broad, which we do not
see.

During the day and over time, we see that the magnetic field is much less stable than over
the course of a single night, changing by up to 6 mG in a day due to sudden jumps. Nights, on
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Figure 7.13: Measured shift of the transition frequencies of three transitions. The near perfect anti-
correlation of the initialization and reverse initialization transitions indicates that the magnetic
field is changing, and the laser frequency is constant. Note that the transition frequencies are
often stable at night, with midnight corresponding to the date markers.

the other hand, see a stability on the order of the point spread shown, around 400 µG. For the
shelving transition, this corresponds to shifts on the order of 1 kHz. Figure 7.13 shows a series
over the course of several days of measurements of three transitions: the 2S1/2, mJ = −1/2 →
2D5/2, mJ = −5/2 shelving transition, the 2S1/2, mJ = −1/2 → 2D5/2, mJ = 3/2 reverse
initialization transition, and the 2S1/2, mJ = 1/2 → 2D5/2, mJ = −3/2 initialization transition.
We can see that the transition frequencies of the reverse initialization and initialization transitions
follow one another oppositely, meaning that frequency shifts are due to magnetic field changes.
The flat sections of transition frequencies almost exclusively occur at night. Thus, when possible,
measurements were taken at night.

7.5 Ion production

Two atom ovens sit inside the vacuum chamber, shown in Figure 7.7 and schematically in Fig-
ure 7.6. The ovens are made from hollow graphite cylinders, one of which contains Ca and the
other of which contains Mg. The ovens are heated by running current through tungsten wire
coiled around the cylinder. The heated atoms effuse out of a 1 mm hole in the oven forming an
atom beam, which is collimated by skimmers [130] between the ovens and the trap such that the
atoms do not contaminate the electrodes. The divergence angle after the skimmers is 23 mrad.

The oven temperatures are measured by thermocouples placed on the graphite cylinders. This
signal from the thermocouples is measured by thermocouple readers8 connected to an Arduino.
The Arduino communicates via USB with a Raspberry Pi. The Raspberry Pi logs the temperature
data to an online database9, and maintains a a locally-accessible website which gives the current
temperature of the ovens. A plot showing the warm up of the ovens when current is applied only
to the Ca oven10 is shown in Figure 7.14.

8MAX31850K
9PostgreSQL

10None of the experimental results in this thesis deal with 24Mg+, but it is integral for future experiments with 24MgH+



7.5. ION PRODUCTION 87

0 1 2 3 4 5 6 7
Time [h]

0

50

100

150

200

250

300

Te
m

pe
ra

tu
re

 [C
]

Mg
Ca

Figure 7.14: Warm up of the Ca oven. The Mg oven also warms slightly due to its proximity to
the Ca oven.

Typically to load 40Ca+, we run the oven at 5 A, which heats the oven to 300 ◦C (573 K). This
gives a vapor pressure of 4.5× 10−8 mbar, as shown in Figure 7.15. For loading single 40Ca+ ions,
this is sufficient to load within a few ms. However, to ionize 42Ca, which has an abundance of
0.647 % compared to 96.941 % for 40Ca, it is easier if the temperature is increased to 400 ◦C (673 K),
giving a factor of 100 in vapor pressure. This is the difference between waiting minutes versus
seconds to load a single ion. A table of the isotope abundances is given in Appendix A.

We use resonance-enhanced two-photon ionization to isotope-selectively ionize Ca and Mg.
This technique was pioneered by our group in Aarhus [132–134]. The atom beams propagate at a
45° angle to the trap axis. The photoionization beam propagates perpendicular to the atom beams
to minimize Doppler broadening, and they meet in the center of the trap.

A diagram of the ionization processes is shown in Figure 7.16. To photoionize Ca, a laser
at 272 nm is used to resonantly excite the atom from 4s2 1S0 → 4s5p 1P1. This resonant step is
how the process is isotope selective11. At this point, the atom can either be ionized by 272 nm
or 397 nm light, or the atom can decay to 4s3p 1D2. From 4s3p 1D2 the atom can be ionized by
272 nm light. It should be noted that this is not the sole isotope-selective photoionization scheme,
and other schemes are used in other groups [135–137].

For Mg, the resonant excitation step is at 285 nm [132] and excites 3s2 1S0 → 3s3p 1P1. The
atom can then be ionized by either 280 nm light (Doppler cooling for 24Mg+) or 285 nm light.

The formation of 24MgH+ is accomplished by ionizing Mg and Doppler cooling it. H2 is then
leaked into the chamber. The H2 gas reacts with 24Mg+ when it is in the excited 3p2P3/2 state (the
upper state of the Doppler cooling transition), creating 24MgH+ [23].

11The isotope selectivity of this process was studied by Mortensen [130, 134]. A table covering the isotope shifts is
provided in Appendix A.
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Figure 7.15: Vapor pressure of Mg and Ca as a function of temperature. The endpoints show the
melting points. Derived from [131].
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Figure 7.16: The Ca and Mg photoionization schemes.



Chapter 8

Laser systems

To probe coherent dynamics of ions, we need coherent light sources. For our experiments we use
lasers to provide coherent electromagnetic fields. An overview of the beam geometry into the
trap is presented in Figure 8.1.

This chapter covers the many lasers we use to control the internal and external states of the
40Ca+ ion, along with the tools we use to lock the lasers to specific wavelengths. The lasers for
24Mg+ and 24MgH+ are not presented as they are not used in the experiments detailed in this
thesis.

8.1 Wavemeter

An invaluable tool in our lab is a fiber-coupled wavemeter1, which uses a Fizeau interferometer
to measure the wavelength of the light coupled into it. The wavemeter is used with two fiber
switches, one for wavelengths less than and one for wavelengths greater than 630 nm, each with
7 usable inputs. The switches iterate through their inputs to be read on the wavemeter, allowing
for 14 lasers to be referenced on the same wavemeter at once. The wavemeter is automatically
calibrated to a stabilized HeNe laser.

The wavemeter interfaces with 8 proportional-integral-derivative (PID) controller modules,
which create an error signal from the measured frequency and can be used to feedback to the
lasers and stabilize their frequency to within a few MHz. Many of our lasers are stabilized in this
way.

8.2 272 nm

As discussed in section 7.5, photoionization of Ca is achieved using a 272 nm beam. Light at this
wavelength is produced by frequency-doubling twice from 1088 nm light. The laser which pro-
duces 1088 nm light is a Koheras Boostix fiber laser with approximately one watt output power.
The light is frequency-doubled to 544 nm in a butterfly cavity, the details of which can be found
in Peter Herskind’s thesis [138].

The light from 544 nm is split off into two branches. The majority goes to a second butterfly
doubling cavity, which frequency-doubles the light to 272 nm. The details of this cavity can be
found in Anders Hansen’s thesis [108]. The cavity output mode is cleaned up by focusing through
a pinhole, and the light is sent from one room to another in free space via a series of platforms.
The total distance it must travel to the trap is on the order of 13 meters. The free space beam path

1Ångstrom WS-U
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Figure 8.1: Geometry of the beampaths into the vacuum chamber. The solid lines indicate the ge-
ometry used in the experiments presented in this thesis, while the dashed lines indicate optional
geometries.

is necessary due to the lack of available fibers capable of transmitting 272 nm light without heavy
losses.

The second 544 nm branch is sent to the wavemeter. The wavemeter is used to stabilize the
laser frequency by feeding back on the laser piezo. Thus, while the wavemeter produces its error
signal from the green 544 nm light, it acts on the fiber laser and thus stabilizes the 1088 nm output.
The end effect is that the 272 nm light is stable, which is necessary for isotope-selective ionization.

The 272 nm light must be shared between all four traps in the Aarhus Ion Trap group. This is
accomplished using motorized flip mirrors2 which are controlled by a Raspberry Pi. The position
can be set by an online interface.

To load a small number of ions, we must be able to pulse the 272 nm light. We block the beam
on one of the platforms using a home-built mechanical shutter [139]. The shutter can be TTL

2Thorlabs MFF101/M
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Figure 8.2: Diagram and photograph of the 397 nm setup.

controlled (good for computer control), or it can be set to be always open or always closed by a
mechanical switch.

8.3 397 nm

The 397 nm Doppler cooling beam is produced by a Toptica DL Pro diode laser with output pow-
ers ranging between typical values of 17 mW and 30 mW, depending on the current setting. The
output is split into two branches: a wavemeter branch, and an experimental branch, with 80 % of
the light going to the experimental branch. The remaining power enters the wavemeter branch,
where it is coupled into a single mode fiber that goes to the wavemeter, which is used to stabilize
the output wavelength. A diagram of the optical setup is shown in Figure 8.2.

In the experimental branch, the light is sent through a double-pass acousto-optic modulator
(AOM) centered at 250 MHz. The AOM is used for both pulse switching and frequency control
in experimental sequences. The double-passed +1 order light is used for Doppler cooling and
readout in a normal ion experiment. The frequency of this beam is thus detuned to the optimal
−Γ/2 for Doppler cooling.

The RF drive applied to the AOM is provided by a home-built 4-channel DDS3, of which two
channels are used for the 397 nm AOM, one at high power, and one at lower power, both used
in Doppler cooling. The DDS outputs are sent through RF switches, which are switched by TTL
pulses provided by the PPG (see section 10.2) such that the 397 nm beam can be pulsed with
precise timing within a sequence.

When the ion is very hot, the optimally tuned 397 nm beam has little cooling effect on the ion.
The ion is hot when loading, and can become hot as the result of collisions with background gas
during regular experiments. In situations such as these, it is very helpful to have a far-detuned
397 nm beam to help cool the ion.

We create a far-red-detuned beam (400 MHz to 500 MHz detuned) by directing the single-
passed zero-order beam of the AOM through a TTL-controlled mechanical shutter4 and recom-
bining it with the shifted light. The mechanical shutter is normally closed, but can be opened to
cool the ion when it is dark. The 0-order and double-passed beams are recombined in a polarizing

3Designed and built by Frank Mikkelsen of our electronics department.
4Uniblitz LS2
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beam splitter (PBS) and coupled into a single mode polarization maintaining fiber which goes to
the trap.

Once on the trap table, the light is focused into the trap on a path at 45° to the trap axis.
Optionally, if we are working with large crystals, we can instead send the beam down the trap
axis, or have a combination of axial and 45° beams. This is chosen such that we can cool all three
directions of motion. The light is π-polarized, for the reasons described in section 5.2.

8.4 854 and 866 nm

Both the 866 and 854 nm repump beams are produced by homebuilt external cavity diode lasers
(ECDL) in Littrow configuration, frequency stabilized by the wavemeter. Each beam is shuttered
by single-pass AOMs centered at 270 MHz, of which we use the -1 order for the 854 nm beam, and
the +1 order for the 866 nm beam. The two AOMs are driven by the remaining two channels of the
same DDS as is used for the 397 nm laser, and the RF voltages to the AOMs are switched by TTL-
controlled RF switches. Each beam is coupled into separate single mode polarization maintaining
fibers, which go to the trap table. On the trap table, the 854 and 866 nm beams are combined, and
the polarizations are rotated to 45° with respect to the quantization axis. The combined beam is
sent down the trap axis.

We have the use of another homebuilt 866 nm diode laser which we can send to the trap
radially. This laser can be used for the magnetic field compensation described in section 7.4.

8.5 729 nm

The 729 nm beam is used for sideband cooling and for shelving on the 2S1/2 → 2D5/2 transition,
as presented in Chapter 5. The narrow linewidth of this transition, coupled with the need for
sideband resolution means that this laser needs to not only be stable, but narrow linewidth, with
at least ΓL � ωz. How narrow the laser linewidth is will impact the coherence time. We aim
for 1 kHz or less. We use a cavity to narrow and stabilize this laser, and then reference the laser
to an optical frequency comb to correct for long-term drift. I will first discuss the general optical
layout, before moving onto the stabilization.

The 729 nm beam is produced by a Toptica TA Pro laser, within which the laser light is gen-
erated by a diode laser and amplified by a tapered amplifier (TA). The typical output power of
this laser is 375 mW, which is split into 4 branches: an experimental branch, a cavity branch, a
wavemeter branch, and a comb reference branch. These four branches are pictured in Figure 8.3.

85 % of the optical output power of the laser is used for the experimental branch. The ex-
perimental branch consists of a double-passed AOM centered at 200 MHz. The RF drive for the
AOM is provided by a DDS output on the PPG (see section 10.2). The double-passed +1 order is
beam-shaped and coupled into a single-mode polarization maintaining fiber and sent to the trap
table, where the typical maximal power is 55 mW.

On the trap table, the beam is sent through the trap axially. The polarization is set to 45° to
the magnetic field. This enables us to drive ∆mJ = ±1,±2 transitions (see Appendix C.2 for the
geometry dependent coupling strengths of the quadrupole transition). It is also possible to send
the 729 nm beam radially by using a flip mirror. This allows us to investigate the radial oscillation
modes of the ions.

The cavity branch consists of a double-passed AOM centered at 600 MHz. The double-passed
-1 order light is coupled into a single mode polarization maintaining fiber, which goes to the
cavity (subsection 8.5.1). The AOM is driven by an amplified frequency generator5.

5Rohde & Schwarz SML02
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The wavemeter branch is used to couple less than 1 mW of the light into a single mode fiber
that terminates at the wavemeter. The wavemeter is used only to monitor the frequency of the
light, and does not play a role in stabilization, as the wavemeter does not have the resolution nor
the bandwidth to narrow the laser linewidth to the kHz level.

Lastly, the comb branch consists only of coupling into a single mode polarization maintaining
fiber, which terminates at the frequency comb. The frequency comb setup is detailed in subsec-
tion 8.5.2.

8.5.1 Cavity stabilization

The 729 nm laser is locked and frequency-narrowed by a reference cavity in a Pound-Drever-Hall
(PDH) scheme [140]. The cavity has a length of 250 mm, is vibration isolated and temperature
stabilized, has a free spectral range of 600 MHz, and a measured finesse of 3240(10). Detailed
construction details and characterization of the cavity are described in Gregers Poulsen’s thesis
[44]. The sidebands for PDH locking are generated at 20 MHz by an electro-optic modulator
(EOM).

The cavity is only resonant at specific frequencies, separated by the free spectral range of the
cavity. This resonant frequency may not be the same frequency as the 2S1/2 → 2D5/2 transition in
40Ca+. The cavity AOM combined with the experiment AOM are used to shift the laser frequency
into resonance with the ion. If the cavity AOM frequency is given by νcav, and the experimen-
tal AOM frequency is given by νexp, then compared to the resonant cavity frequency νres, the
frequency at the ion will be

νion = νres + 2νexp + 2νcav (8.1)

The factors of 2 are by virtue of the double pass setups, and the signs take into account their
respective AOM diffraction orders.

8.5.2 Comb stabilization
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Figure 8.4: shows the adjustment of νcav over the course of the week. A fit gives
the slope as −1.06 Hz s−1, which corresponds to a cavity drift of −2.12 Hz s−1, or −7.6 kHz h−1

.

While the cavity keeps the laser linewidth narrow and frequency stable for short times, the
cavity resonance drifts over time at a rate of 7.6 kHz h−1, so it cannot be used as an absolute refer-
ence. One option to compensate for this drift is to frequently measure the transition frequency on
the ion, and follow the drift with the experimental AOM. We have a convenient other option, and
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Figure 8.5: Representation of an optical frequency comb. The dashed line shows the cw-laser
referenced to the comb.

that is to reference the frequency of the laser to an optical frequency comb. This allows us to keep
consistent experimental AOM frequencies over months and enables us to take measurements that
take hours without being dependent on remeasuring the transition frequency.

The basic idea is to use a frequency comb (described below) to constantly monitor the fre-
quency of the 729 nm laser. As the cavity drifts, the lock of the laser follows, and the comb sees a
changing frequency. We can feed back on that information, changing the cavity AOM frequency
νcav to keep the laser frequency constant. The software6 performing this feedback checks the fre-
quency of the 729 nm laser every 30 s and updates νcav. The software is limited to an update of
maximum 100 Hz for νcav, to prevent bad readings from having a big impact on the laser fre-
quency. The software also checks to make sure the comb is locked, the wavemeter reading is
reasonable, and the beatnote of the laser with the comb has sufficent signal-to-noise to trust the
calculated frequency. If anything is deemed ’not okay,’ then the cavity AOM frequency correction
defaults to a set amount based on a linear fit to the cavity drift over time.

In 2005, John Hall and Theodor Hänsch were awarded the Nobel prize "for their contributions
to the development of laser-based precision spectroscopy, including the optical frequency comb
technique [141]." Their development of stabilized octave-spanning optical frequency combs en-
abled the generation and measurement of optical frequencies at unprecedented levels. Much of
the information in this section is based on [142, 143].

A frequency comb is generated by pulsing a laser lasing at frequency νc at a stabilized repe-
tition rate νr. In the time domain, this looks similar to a series of delta functions separated by a
fixed time. Thus, when we move into the frequency domain, it looks like a series of delta func-
tions separated by a fixed frequency. This series of delta functions is called a comb, and each delta
is called a tooth. Of course, in reality the pulses are not delta functions, but are instead pulses
of finite width in time, but the idea holds. Thus, the comb intensity spectrum is shaped by the
spectrum of the pulsed laser. The frequency space representation of a frequency comb is shown
in Figure 8.5.

If νr is not an integer factor of νc, the electric field in the pulse will not always have the same
phase. This results in a shift between zero-frequency and the first comb tooth7, called the carrier
envelope offset (CEO), denoted by νceo. The frequency of any comb tooth number n is thus given
by

νn = nνr + νceo (8.2)

One can determine νceo if the frequency comb is octave-spanning by frequency-doubling the
comb. If one doubles a comb tooth n at the red end of the spectrum, the doubled tooth will

6Implemented by Steffen Meyer.
7This ’first comb tooth’ is the tooth closest to zero-frequency if the teeth are extrapolated out to zero.
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Figure 8.6: A photograph of the spectrum generated by broadening the comb in the green PCF.
The spectrum is spread in space by reflecting it off a grating.

overlap with tooth 2n at the blue end of the spectrum, resulting in beating between the two teeth
with beat frequency

νbceo = 2nνr + 2νceo − (2nνr + νceo) = νceo (8.3)

This beat can be detected on a photodetector, and thus the CEO can be stabilized.
If both the CEO and the repetition rate are locked, the comb teeth stay stable. Thus, a fre-

quency comb can be thought of as a ruler in frequency space, where the teeth of the comb are
similar to the markings on a ruler. By monitoring the beat νbL of a laser of frequency νL with the
nth comb tooth, we can measure the laser’s frequency relative to the comb tooth’s. If we know
what number n the tooth is, we can calculate the absolute frequency of the laser,

νL = nνr ± νceo ± νbL (8.4)

where the sign for the beat depends on which side of the comb tooth the laser sits on (determined
by changing νr). Figure 8.5 shows the laser frequency lower than the nearest comb tooth, which
corresponds to a negative sign for νbL . The sign of the CEO depends on whether the doubled tooth
has a larger or smaller frequency than the comb tooth with which it is beating (can be determined
by changing the νceo).

Menlo frequency comb

The Menlo frequency comb8 is a commercial frequency comb which can be used to measure the
frequency of lasers in the 550 nm to 2100 nm range9. The basis of the frequency comb is a mode-
locked erbium-doped fiber laser with a center wavelength of 1550 nm and repetition rate of order
250 MHz. The output of the fiber laser is sent into three branches, all three of which amplify the
signal using erbium-doped fiber amplifiers (EDFA). One of the branches then spectrally broadens
the pulse using a highly non-linear fiber (HNLF), producing the comb in the 1050 nm to 2100 nm

8MenloSystems FC1500-250-WG
9The comb is a shared resource of LASERLAB.DK. Our group takes primary care of it.
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Figure 8.7: Beat detection setup for the 729 nm laser with the comb. The light from the two
sources is power-balanced and overlapped in a polarizing beam splitter (PBS) by adjusting their
polarizations with waveplates. The power to the detector is optimized by another waveplate and
PBS pair. The combined beam is reflected off a grating to spread the comb spectrum, such that
only the light closest to the 729 nm beam in frequency is overlapped with it. The beam is then
reflected into a photodetector for beat note detection.

range. Another branch broadens and doubles the spectrum for CEO beat detection and stabi-
lization. The last branch doubles the spectrum, producing a visible spectrum comb centered at
780 nm. The broadening for the visible comb region can be done in two different photonic crystal
fibers (PCF), a ’green’ PCF for broadening into the visible, and a ’red’ PCF for broadening in the
near-infrared (NIR), depending on the wavelength needed. A photograph of the spectrum after
having been broadened in the ’green’ PCF and reflected off a grating is shown in Figure 8.6.

To measure the frequency of the 729 nm laser, we broaden the visible comb in the ’red’ PCF,
and beat the laser against it in a beat detection unit (BDU). The BDU at this wavelength is free
space, and a schematic of it is shown in Figure 8.7.

We know the frequency of the 729 nm laser to a few MHz since we measure the frequency νwm
on the wavemeter. By measuring νbL , νr, and νceo, we can deduce the comb tooth number n. By
using Table 8.1 in combination with Equation 8.4 (our signs are both -), we find n = 1644166.

We can check this calculation against the known 2S1/2 → 2D5/2 transition frequency ν729 by
measuring the shelving transition frequency and magnetic field. The ion transition frequency,
according to the comb, is calculated by

ν729meas = nνr − 2νceo − νb + 2νexp + ∆νshelv (8.5)

where 2νexp is the 2× the experimental AOM frequency on resonance with the shelving transition,
and ∆νshelv is the shift of the shelving transition due to the Zeeman effect. This calculation brings
us 6 kHz off from the known value of ν729. This discrepancy can be accounted for from two
sources. The first is the DDS for the experimental AOM, which outputs frequencies about 4 kHz
different from the programmed value. The second is the clock used to count νr, which has discrete
steps which correspond to 2 kHz at the 729 nm frequency.

Figure 8.8 shows the stability of νL, νceo, νr and νb over the course of a week. νL here is the
calculated transition frequency from the comb parameters. We see that the measurement stays
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νwm 411.041 666 THz
νceo 20.000 000 0 MHz
νr 250.000 140 697 MHz
νLb 21.3308 MHz
n 1644166

ν729 [144] 411.042 129 776 393 2(10)THz
2νexp 441.576 MHz

B 6.5044 G
∆νshelv −18.194 MHz

νL 441.041 670 000 063 THz

Table 8.1: Parameters for the calculation of the 729 nm laser frequency, and the measurement of
the 2S1/2 → 2D5/2 transition frequency. Values are taken from the averages shown in Figure 8.8.
νL refers to the average laser frequency calculated by the comb correction software. The software
uses a slightly different value for νr so there is a slight discrepancy between the actual calculated
value and the software calculated value.
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Figure 8.8: Measurements of νL, νceo, νr and νb over the course of a week. νL is the calculated
729 nm frequency as the comb reports it. The red lines indicate the averages.
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Figure 8.9: Rabi flopping on the shelving transition. shows a sinusoidal function with a
Gaussian decay.

stable for most times within 400 Hz. We can compare this measured frequency to the transition
frequencies by comparing to Figure 7.13, which is taken for the same date range.

Acetylene-stabilized fiber laser

When the repetition rate of the comb is RF-locked, the width of the comb teeth is 270 kHz. This
is too broad to stabilize the 729 nm laser to the 1 kHz level. To narrow the teeth, we optically lock
the frequency comb to an erbium-doped fiber laser that is stabilized to an acetylene cell [145]. The
stabilized laser10 is a prototype developed at the Danish National Metrology Institute (DFM11).
The stabilized laser is based on a Koheras BASIK X1512 fiber laser which is fed back on from
a saturated absorption spectroscopy of an acetylene cell [146]. The wavelength of the output is
1.54 µm. The stabilized laser has linewidth approximately 600 Hz on a 100 ms timescale and drifts
less than 400 Hz per year, which is mitigated by referencing it to a GPS signal.

The optical lock of the comb is achieved by beating the stabilized laser with the comb, and
keeping the beatnote constant by feeding back on the repetition rate. The linewidth of the comb
teeth is narrowed to 1.05(9) kHz [145].

8.5.3 Rabi coherence

As mentioned, the linewidth must be narrow in order to resolve the sidebands and to have long
coherence times. Figure 8.9 shows Rabi flopping out to 6 ms. The decay shape is Gaussian, and
we see that the coherence begins to fall off at around 1 ms, falling to approximately 60 % contrast
at 2 ms. We suspect that our limitation is magnetic field noise, and not the laser linewidth. In any
case, 2 ms is much longer than our typical coherent operations on 40Ca+, which take maximum
400 µs. We have already seen in Figure 5.10 that coherence is nearly perfectly maintained on this
timescale.

10JPX 1603
11Dansk Fundamental Metrologi
12NKT Photonics





Chapter 9

Trap electronics

In our trap, each electrode can have both an RF and a DC potential applied to it. The RF and
DC voltages are combined in an RF/DC mixer before being sent via a vacuum feedthrough to
the trap. To have further control over DC ramp shapes and timing, the DC and RF/DC mixers
were replaced during my PhD in order to reduce the ramp time for adiabatic cooling, requiring
optimization and characterization. Full schematics of the electronics described in this section can
be found in Appendix D.

9.1 RF/DC mixer

The RF/DC mixer was designed by Martin Stougaard from our electronics department, and was
based on earlier mixers designed by Erik Søndergaard. It was first installed in our trap setup
towards the beginning of my PhD in 2014, and replaced an older version to serve two purposes:
decrease the cutoff of the DC filtering in order to speed up ramp times, and increase ΩRF to allow
for lower q values.

The RF/DC mixer serves a number of purposes. The first is to combine the RF and the DC
voltages, VRF and VDC

1, so they can be delivered to each of the electrodes. The second is to split
VRF into two 180°-shifted phases such that adjacent rods have opposite amplitudes. The third is
to create the resonant circuit for VRF to be amplified for the frequency ΩRF. This is necessary to
achieve the RF amplitudes of 1 kVpp used in our experiments. The fourth is to provide filtering
for the DC supply, such that the noise from the supply is reduced at the electrodes, and such that
the RF does not bleed back into the DC supply.

9.1.1 Resonant circuit

The RF is coupled into the RF/DC mixer by a toriodal transformers which output two signals of
opposite phases. Here we will look at a simplified version of the circuit for a single electrode. A
simplified schematic for one of the phases is shown in Figure 9.1. This is an RLC resonator, where
Zin is the input impedance, Rp is the parasitic resistance in the circuit, and L is the inductance
of the transformer. The capacitor C1 is variable, and used to balance the two RF phases. The
capacitor CDC couples the DC and the RF. The capacitor Ct represents the electrode’s capacitance
with the trap as well as any parasitic capacitances as a result of the cabling and feedthrough after
the output of the mixer. Thus, the capacitance of the trap itself influences the resonance of the
circuit.

1Typically I refer to Vend, the endcap voltage. All electrodes can have different voltages, including the central elec-
trodes, so it’s faulty to give them only one name.

101
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Figure 9.1: A model of the resonator for amplifying the RF voltage. All components other than
the trap capacitance Ct are contained within the RF/DC mixer.

This diagram is simplified. In reality, there are 12 electrodes. The first part of the circuit, before
CDC, is repeated twice for the two phases, and the capacitive side is repeated 6 times per phase.
The various electrodes will see different capacitances, and the capacitance of each impacts the
resonant circuit as a whole due to coupling between the branches.

Looking back to Figure 7.2 and Figure 7.1, we can see several sources of capacitance due to the
trap. In Figure 7.2, we see that central electrode forms the inner cylinder of a cylindrical capacitor
with the two endcap electrodes, coupling the resonant circuits of electrodes with the same phase.
Figure 7.1 shows that adjacent rods form a small plate capacitor, coupling the circuits of opposite
phase RF. Both of these capacitances will change the capacitive load on the circuit.

If the capacitance for each branch is different, the amplitudes and phases of the RF on the
electrodes will differ, causing unwanted motion along the trap axis at the RF frequency. This
axial micromotion can be compensated by the last capacitor, C2. There is one for every electrode
such that the capacitances can be balanced.

Our resonant circuit was designed to be operated at approximately ΩRF = 2π × 5 MHz. Mi-
cromotion compensation has shifted this frequency to ΩRF = 2π × 4.682 MHz.

9.1.2 Axial micromotion compensation

Axial micromotion compensation is achieved by balancing the capacitances between the elec-
trodes. The capacitances are initially adjusted by balancing the amplitudes and phases of the RF
of each channel as measured on the capacitively-coupled monitor output by an oscilloscope. This
is an iterative adjustment process and only compensates to a point. The most sensitive measuring
device is the ion itself.

The presence of micromotion gives rise to motional sidebands at the RF frequency. The cou-
pling on the sidebands is given as Bessel functions [89]. This means that the coupling strength on
an RF sideband could be zero, even when micromotion is not well compensated. This necessitates
looking at many sidebands, and optimizing on the highest order sideband measurable.

To minimize micromotion, we probe the RF sidebands using the 729 nm beam on a Doppler-
cooled ion. We check which is the highest order sideband where we can still see excitation, and
focus first on that sideband. Next we ensure that we probe below saturating power and vary the
pulse duration (a Rabi flopping measurement). If the micromotion sideband is greater than the
5th sideband, we park the pulse duration on the rising edge of the signal, such that when the
micromotion is reduced, we see a reduction in signal height.By watching the signal height while
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adjusting the capacitors on the RF/DC mixer, we can reduce the micromotion. Before moving
on to the next sideband after reducing the signal height, we must check higher-order sidebands
again to ensure we truly did reduce the micromotion. Once the sideband order is at 5 or below,
we iterate through the capacitors, adjusting them only small amounts at one time while recording
how much each was adjusted.

Throughout the process, it is necessary to adjust ΩRF, as the changing capacitance shifts the
resonant frequency. Thankfully, once axial micromotion has been compensated, it does not need
to be done again unless the RF/DC mixer is modified.

9.1.3 DC filtering

The DC voltages are filtered in the RF/DC mixer prior to mixing with the RF. A schematic of the
filtering that a single channel sees is shown in Figure 9.2. Note that this schematic includes Rout,
which is the output resistor of the DC supply itself. This is included since the filter is passive, so
this resistor will change its overall filter characteristic. Figure 9.3 shows the transfer function of
this filtering2. The value used for Ct + C2 was 100 pF.

Rout = 100 Ω

2.2 nF

1 kΩ

2.2 nF

10 kΩ 1.2 mH

1 nF C2 Ct

+

−

Vend

+

−

Vin

Figure 9.2: An approximate circuit diagram of the trap filtering for a single electrode. Vin refers to
the voltage directly out of the amplifier opamp. Rout is the output resistor of the DC amplifiers,
and the rest is contained within the mixer. C2 and Ct are the same components as in Figure 9.1,
and the 1 µF capacitor is the same as CDC.

9.2 RF supply

The RF is supplied by a two-channel function generator3, and is further amplified by an RF am-
plifier4. Two-channel functionality of the generator allows easy synchronization of signals to
the RF amplitude, for example, when performing radial micromotion compensation (see subsec-
tion 9.3.8). The RF amplifier is remarkable in that it can absorb reflections, and thus can be run
with any load impedance (important since a trap is not 50 Ω).

9.3 DC supply

To carry out fast, controlled ramping, it was necessary to build a new DC supply. The require-
ments for this supply were ramps on the 100 µs timescale, control over the ramp shape, an ability

2While it is possible to calculate the transfer function by hand (I did), for analysis I used SPICE modeling through a
python package ahkab [147].

3Keysight 33500B
4ENI 3100L
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Figure 9.3: Plot of transfer function of the filtering of the DC signal in the RF/DC mixer.

to compensate radial micromotion throughout the ramp, programmable by way of our experi-
mental control software qControl (section 10.1) while still precisely timed by our pulse generator
(section 10.2), and have low noise and therefore low heating rates.

This section discusses the design and characterization of the new DC supply, the etherDAC,
that I put together for our experiment. While the original electronic design was spear-headed
by Gregers Poulsen, a former PhD and postdoc on the project, I constructed, programmed, de-
bugged, and characterized the supply. I have since collaborated with Martin Stougaard at our
electronics department to create further iterations to improve the output noise.

9.3.1 Overview

Though the etherDAC has gone through several iterations, the basic principles of operation have
not changed, and thus it is possible to understand the basic idea of how all versions work with
one description. A block diagram of the etherDAC 1.0 is shown in Figure 9.4. The basis of the
etherDAC are 12 digital to analog converters (DACs). The DACs provide digitally-controllable
voltages, which are set by binary sequences. The binary sequences needed to control the DACs
are sent by a microcontroller, on which the many general purpose input/output (GPIO) ports
available make it possible to update all 12 DACs simultaneously with independent signals. A
TTL trigger input can tell the microcontroller when to send signals, allowing for precise timing.

The microcontroller cannot, however, connect to the internet. A Raspberry Pi instead acts as
a server for the etherDAC and communicates with the microcontroller via serial peripheral inter-
face (SPI)5. The Raspberry Pi can load multiple ramps onto the microcontroller to be triggered at
a later time. Thus, the etherDAC can be pre-programmed over the network for later use during a
sequence.

5SPI requires only three GPIO ports on each device.
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Figure 9.4: Block diagram of the etherDAC system. qControl interfaces with the etherDAC box
via the network. Within the box, the Raspberry Pi acts as a server, and communicates voltage
data to the microcontroller. The microcontroller updates the DACs when triggered. The voltages
out of the DACs get sent first to an amplifier, then to the RF-DC mixer before making it to the
trap electrodes. The photograph on the right shows the DAC and amplifier boxes mounted in a
19" rack in the lab.

In order to obtain high enough voltages to reach typical sideband cooling axial frequencies, it
is necessary to amplify the DAC outputs. The outputs of the DACs are amplified by a factor of 10
using high voltage amplifiers6.

9.3.2 The hardware

The exact hardware of the etherDAC differs depending on the version. etherDAC 1.0 was en-
tirely constructed, debugged, and characterized by myself. etherDAC 2.0 was redesigned in a
collaborative effort with Martin Stougaard, who modified the original designs and constructed
the supply. Debugging was often collaborative, and characterization was carried out by myself.

etherDAC 1.0

In the etherDAC 1.0, the Raspberry Pi7, microcontroller8, and DACs are all housed in the same
box, and the amplifiers are housed in a separate box, as shown in Figure 9.4.

The DAC box electronics have two types of home-mounted PCB boards: the main board, and
the DAC boards. The main board houses the microcontroller, the voltage references, and the
trigger-sensing electronics. The DAC boards each house two DACs along with output buffering
and filtering electronics. The DAC boards are stackable, with jumper connections determining

6designed by Martin Stougaard from the electronics department.
7model B
8STM32F4
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which microcontroller signal they respond to. The modular setup means that if a DAC board
fails, it is straightforward to replace. The DAC boards are also connected to the same clock signal,
thus they are time sychronized, updating simultaneously.

The Raspberry Pi is not mounted on either type of board, and is instead connected to the main
board via a ribbon cable. The main board power and the Raspberry Pi power is provided by a
±15 V,+5 V linear power supply9.

The specific DACs used are Analog Devices AD5791. They were chosen for their low noise,
high temperature stability, high slew and update rates, and short settling time10. Each output of
each DAC is voltage-buffered and then filtered by an active lowpass filter with a cutoff frequency
of 20 kHz. This filtering serves to filter out DAC update noise. The operational amplifiers (op-
amp) used for both the buffer and filter are Analog Devices AD8676, which were also chosen for
their low output noise11.

The DACs are referenced to two voltage references at −1 V and 10 V. Because we would like
to have long term stability as well as precise knowledge of the voltage from our DACs, it is im-
portant that the voltage reference not drift. Furthermore, since we are more sensitive to drifts on
the electrodes relative to one another (leading to increased micromotion) versus drifts occurring
at the same level on all electrodes, all DACs are referenced to the same voltage reference. Lastly,
noise on the voltage reference directly translates to noise on the DAC outputs, and therefore on
the electrodes, so we used low-noise references.

In order to obtain stable reference voltages, a low drift 5 V voltage reference12 was chosen.
The 5 V is converted into the −1 V and 10 V references using amplifiers constructed from Vishay
DSMZ foil resistor dividers13 and AD8676 op-amps. These resistor dividers are in a single pack-
age and resilient against temperature drifts.

The output noise of the LTC6655 reference drops from 90 nV at 1 kHz to 20 nV at 10 kHz.
For both the positive and negative voltage references, this is filtered with a cutoff frequency of
fc = 106 Hz before being used for the DACs. This brings the noise from the LTC6655 at the DAC
down to the 10 nV level at 10 kHz.

The amplifiers are based on a high power op-amp made by Apex14. These op-amps have a low
input noise of about 4.5 nV/

√
Hz. They have a factor of 10 amplification for DC voltages, which

drops off as the frequency increases due to filtering in the amplifier circuit. The amplification as
a function of frequency is shown in Figure 9.5.

etherDAC 2.0

The main difference between etherDAC 1.0 and etherDAC 2.0 is that the DACs were moved
outside of the box housing the Raspberry Pi and microcontroller, and into the amplifier box. This
was done to move the analog components as close together as possible to avoid picking up noise
on the connections between them. It also served the purpose of moving the analog components
away from the Raspberry Pi and the microcontroller, which are not designed to be low noise. The
digital signals are now delivered to the DACs as differential signals to isolate the grounding of
the two boxes.

Another difference is in the voltage reference for the DACs. This was changed to −10 V and
10 V references, such that a commercial high precision chip15 could be used for the reference.

9Power-One (now Bel Power Solutions) HBAA-40W-AG
107.5 nV/

√
Hz noise, <0.05 ppm/◦C, slew 50 V µs−1, 25 MHz update rate, 1 µs settling time

112.8 nV/
√

Hz noise, <0.6 µV ◦C−1

12LTC6655, 2 ppm/◦C
13DSMZ Z-foil, ± 0.05 ppm/◦C, resistor ratio stability of 0.005%
14Apex PA90
15AD688ARWZ
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Figure 9.5: Gain of the DC amplifiers as a function of input signal frequency. The y-axis scale is
linear.
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Figure 9.6: Block diagram and photograph of the etherDAC 2.0/2.1. The major difference is that
the DACs are moved into the same box as the amplifiers.
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Lastly, the filtering out of the DACs was changed from a 20 kHz cutoff to a 15 kHz cutoff.

etherDAC 2.1

The only difference between the etherDAC 2.0 and the etherDAC 2.1 is the addition of filtering
at the output of the DAC chip. The filter at the DAC output was changed from a first order filter
with a cutoff of 15 kHz with a 20 dB rolloff to a second order filter with a cutoff of 15 kHz with
a 40 dB rolloff. This was changed because when ramping, it was possible to see DAC update
’glitches,’ or noise due to bit switching, on the ramp, which caused significant heating on the ion
when ramping. The addition of extra filtering sovled this problem.

9.3.3 The software

The software for the Raspberry Pi and the client for qControl are written in Python, and the
microcontroller firmware is written in C. The Raspberry Pi- is responsible for all calculations,
such as calculating ramps, the binary representation of the voltages, and more. It sends data
transfer packets to the microcontroller via SPI that are 44 bytes in length. This can be split up as:

• 2 byte command - tells the microcontroller what function to do, for example, update the
DACs, or add a voltage to the buffer

• 40 byte data - two bytes per bit, consisting of voltage data for all 12 DACs

• 1 byte ’continue’ - tells the microcontroller if the update is part of a ramp and should con-
tinue updating

• 1 byte used only in the response, stating the length of the buffer, used to catch communica-
tion errors

The DAC has 20 bits, and there are 12 DACs. The way the firmware is set up, the microcontroller
could control up to 15 DACs. The data part of transfer packet is split into 20 16-bit sections–16
bits for the 15 DACs plus one clock. The SPI data is organized as most significant bit to least
significant bit, such that the first 16 bit section transferred is the most significant bits of all of the
DACs, and the last 16 bit section transferred is the least significant bits of all of the DACs.

Once the microcontroller has received this data and added it to the buffer, it sends a response.
This enables us to read data back out of the buffer if necessary. When the microcontroller updates
the DACs, it breaks down the serial data into 16 20-bit packets, to be updated simultaneously to
the DACs.

9.3.4 Ramping time

Before building a new supply, the old DC system was limited to ramp times of 1 ms with a settling
time of 5 ms due to filtering in both the supply and the old RF/DC mixer. The new DACs were
designed to be time-limited by the RF/DC mixer.

I measured the rise time of the new DC supply out of the RF/DC mixer by connecting a
scope directly to the output. Note that this then neglects the added trap capacitance. The trap
capacitance is on the order of 100 pF as compared to the 11 pF of the oscilloscope. However, this
only makes a small difference in ramp time, so this measurement is a good baseline.

All channels were measured to have a 10-90% rise time of 37 µs. Figure 9.7 shows, in blue, the
ramp measured out of electrode 10 as measured on the oscilloscope. The trace in red shows the
predicted ramp based on a model of the entire circuit after the DAC chip, made in LTspice [148].
The modeled and measured ramps have similar behavior.
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Figure 9.7: Measured and simulated single step ramp of the etherDAC, as measured
out of the RF/DC mixer. The dashed lines indication the 10% to 90% rise times and voltages.

9.3.5 Ramp programming

We can program any shape of ramp into the etherDAC with the caveat of the fact that the filtering
will modify its shape, and that it is limited by the update rate of the DAC. The update rate of the
DACs is one update per 4.68 µs, or 214 kHz16.

As discussed in section 6.5, the ramp shape that has the most potential to cause the least
heating during ramping is a constant adiabaticity ramp. This shape in terms of voltage is given
by

V(t) =
mz2

0
2κe

(
ωz,t

1 + ω2
z,tγt

)2

= V0

(
1

1 + ω2
z,tγt

)2

=V0

 1

1 + t
t f

(
1
α − 1

)
2 (9.1)

Figure 9.8 shows scope traces of two ramps with this shape with different start and end voltages,
but the same change in voltage and the same ramp time. We see that their shapes differ from one
another. Ramps can be defined in two different ways: with a desired ramp time, or with a desired
β. In both cases, both the axial frequency at the top of the ramp, ωz,t, and at the bottom of the
ramp, ωz,b must also be specified.

The user, often through qControl, specifies these parameters, and the etherDAC17 calculates
the ramp based on Equation 9.1. The etherDAC must, of course, program this ramp in a discrete

16Blakestad [149] sees that the update rate of the DAC can excite motion when ωz is an integer multiple of the rate.
We have not seen this, likely because we have much more aggressive filtering, smoothing the discrete steps. It is still
worth keeping in mind, as it might be possible to increase the update rate, as the current rate is a consequence of how the
microcontroller is programmed. Very fast DAC update rates of around 50 MHz in, for example, transport experiments,
are achieved using FPGAs [150], another layer of complexity. This is beyond what we need.

17To be specific, the Raspberry Pi does the calculations.
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Figure 9.8: Scope traces of adiabatic-shaped etherDAC ramps, both with tr = 250 µs but different
voltage ranges (60 V to 30 V and 30 V to 0 V). This shows both a ramp down, a wait, and then a
ramp back up again. The asymmetry is due to the DC filtering.

manner. Either by being provided t f , or by calculating t f based on β, the etherDAC calculates
how many steps fit into that time and rounds up. It then calculates the appropriate voltage at
each time step based on Equation 9.1. From this calculation last step will always exactly hit or
overshoot the intended ωz,b. The etherDAC forces the last step to go to the ωz,b. This way, the
actual β throughout the ramp will never exceed the intended β.

Figure 9.9 shows a pair of symmetric ramps: one down, and one up. The trace in dark blue
shows the measured scope trace, and the traces in red and yellow show the expected ramp shapes
based on the LTspice model. They match very well. Below, we see the input to the model, or rather
the output of the DAC, which corresponds to the calculated adiabatic ramp shape as discretized
into 4.68 µs steps. The orange corresponds to the actual time this occurs relative to the measured
scope trace, and the light blue shows the curve time-shifted by 30 µs to overlap with the scope
trace. The ramp is slower than the adiabatic shape at the top in both cases, however the shape at
the bottom of the ramp follows well. The fact that the ramp is slower means that β is not higher
during that part of the ramp than it was intended to be. Because the ramp is slower than the
programmed ramp, there is a built in settling time of ts = 150 µs past the ramp time. Simulation
has shown that this is more than enough time to have less than 100 Hz variations in the axial
frequency after this time at both the bottom and top of the ramp for typical ramps used in the
experiment.

9.3.6 Triggering

The etherDAC can be used during an experiment by being pre-programmed with any ramps
needed during a sequence, and then triggered with precise timing to start each ramp exactly
when needed. Triggering is accomplished via a trigger input to the microcontroller, which the
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Figure 9.9: Ramps with tr = 140 µs, with showing the ramps measured with the scope out
of the RF/DC mixer. Top: and show the simulated ramp shape for the same input
ramp. Bottom: shows the programmed DAC ramps at the time they occurs, and
shows them shifted in time to compare the programmed versus actual ramp shapes.

microcontroller always listens for so long as it is not in the middle of writing data out to the
DACs.

I measured the time between trigger and ramp start for 12 ramps: 8 ramps at 0-2 V, 2 ramps
from 0-60 V, and 2 ramps from 0-80 V. The measured time between trigger and ramp start was
found to be 5.76(3)µs. Thus, we can count on ramps to occur at the same time during a sequence.

Triggering one ramp causes the entire programmed ramp to run. The updates stop at the
end of the ramp, as indicated by the ’continue’ bit changing from 1 to 0. Many ramps can be
programmed into the buffer, and the next trigger will trigger the next ramp in the buffer. If the
end of the buffer is reached, it wraps around such that the next trigger is the first ramp in the
buffer. This means that for a sequence that requires two ramps for every measurement, the only
two ramps need to be programmed in at the very beginning of the sequence, and not before
individual measurements.

9.3.7 Noise measurements

As discussed in section 4.4, electric field noise at the frequency of the ion causes unwanted heat-
ing. As such, it was important to characterize the output noise of the DAC systems, especially as I
made changes. Thus, I measured the noise spectral densities at the output of the three etherDAC
versions. The implications of the measured noise spectral densities are discussed in Chapter 11.

Figure 9.10 shows the noise spectral density of the three different etherDAC versions. We
can see that there was improvement of the output noise with each iteration. The noise spectra
were measured using a spectrum analyzer18, and the measurement limit, called the noise floor,

18Tektronix RSA5103B
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Figure 9.10: Comparison of the noise spectral densities out of the amplifiers of the three etherDAC
versions. Also plotted is the measurement floor of the spectrum analyzer (noise floor).

is plotted in grey. For each, the noise is measured directly out of the amplifiers. The noise out
of the DAC box (unamplified DACs) in etherDAC 1.0 was too low to measure with the spectrum
analyzer, as the noise is below the noise floor. It was similarly not possible to measure the noise
out of the RF/DC mixer, as the filtering causes the noise level to be too low to measure.

The noise spectrum of the etherDAC 1.0 amplifiers is limited by noise from the amplifier
box, as the noise spectrum does not change regardless of whether it is loaded with the DACs,
with a battery, or shorted across the input. Batteries have noise levels in the 50 pVrms/

√
Hz to

300 pVrms/
√

Hz range at 100 kHz [151]. Amplifying this noise by 10 (the maximal amplification,
though at this frequency it’s lower), this brings us nowhere near the measured noise level around
1 µVrms/

√
Hz.

These three traces plotted were measured at a DAC output of 0 V. The noise spectrum changes
only marginally, and only at low frequency, when loaded with a higher voltage. The spectrum
analyzer can only measure with an offset of 5 V DC, so used a 0.1 µF capacitor in series with
the output of the supplies to measure at higher voltages. This forms a high pass filter with the
output resistance of the DC amplifiers Rout and the 50 Ω input resistance of the spectrum analyzer.
Figure 9.11 shows a circuit diagram of the filtering into the spectrum analyzer. The spectrum was
corrected by using the transfer function of this circuit to calculate back to Vin.

It should be noted at the spectra of etherDAC 1.0 are not identical across all channels. They
all have the same base shape, but the peaks in the 300 kHz to 600 kHz range are less pronounced
in some channels.

9.3.8 Radial micromotion compensation

As discussed in section 2.1, along the trap axis the RF field cancels, creating an RF null line. If the
ion sits in the center of the trap, the only micromotion it experiences is intrinsic, resulting from
the fact that the ion cannot stay perfectly in the trap center. If the ion’s equilibrium position is
pushed away from the RF null by, for example, DC stray fields, it experiences excess micromotion
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Figure 9.11: Diagram of the filter circuit for the spectrum analyzer. A 0.1 µF capacitor is placed be-
tween the DC amplifiers and the spectrum analyzer to create a filter with the passive components
on either end. Rout is the output resistor of the DC amplifiers, and the 50 Ω resistor corresponds
to the input of the spectrum analyzer.

in the radial direction [89]. These stray fields can be compensated by adding offset voltages to the
trap rods, in our case, to electrode triplets 1,2, and 3, and 4, 5, and 6, as labeled in Figure 2.1.

To compensate micromotion, we must be able to detect it. Looking at Figure 2.6, moving away
from the trap center horizontally will result in vertical micromotion. Moving away from the trap
center vertically will result in horizontal micromotion.

To detect horizontal micromotion, we can monitor the Doppler shift as a function of the RF
phase. The fluorescence of the ion will increase as it is moving towards the Doppler cooling
beam, as the effective detuning becomes closer to resonance. As it moves away from the beam,
the fluorescence decreases. Thus, for larger amounts of micromotion there is a larger modulation
of the fluorescence signal. This is the same type of detection method as presented in [89].

In practice we accomplish this measurement by gating the image intensifier at a 0.5 Hz fre-
quency difference from ΩRF. The fluorescence signal from the camera then changes in time as we
sample a full RF period over 2 seconds. This allows us to compensate micromotion in real time.

To detect micromotion in the vertical direction, we use the imaging system. If the ion is pushed
off-center by a DC field in the horizontal direction, we will be able to see the ion move as we
change the amplitude of VRF and the confinement of the ion becomes weaker or stronger. If the
ion is centered, it will not move.

It is important for micromotion to be compensated at all voltages used in the experiment.
We compensate for micromotion at Vend = 60 V and at Vend = 1 V. We find that interpolating
between (or extrapolating past) the compensation values found at these two voltages, we stay
compensated at all voltages. We apply the calculated compensation voltages in every step in a
ramp, keeping micromotion compensated.

9.3.9 Axial field compensation

DC offsets along the axial direction cause the ion to shift along the axis as Vend is changed. During
adiabatic ramping experiments, we want to ensure that the ion or ion pair’s center does not move.
Thus, we compensate axial DC offsets by applying a potential to electrodes 3, 6, 9, and 12, as
labeled in Figure 2.1.

To determine the correct center location, we increase Vend until the ion no longer moves along
the axis (as seen on the imaging). The ion position is marked, and the Vend reduced. Because the
397 nm laser exerts light pressure on the ion, it is also important to reduce this power until the
ion no longer moves. The potential is then adjusted until the ion is centered.





Chapter 10

Sequence automation

Our experiment is largely automated. This chapter briefly discusses how experimental automa-
tion is accomplished.

10.1 Sequence building: qControl

All of our experiments are run via an experimental control program called qControl. qControl is
a Python program that was started by Gregers Poulsen [44], and has been continuously modified
by all PhD students and postdocs on the trap since. It takes care of saving all ion experimental
data to both the computer and to a database, along with which it saves the configuration file of
all of the settings. Thus it is simple to track changes in sequences from one to another.

Day to day use of qControl involves interacting with its GUI, which has pre-defined experi-
mental sequences on which one can modify parameters. Each sequence is based on preexisting
sequence blocks which are defined centrally. For example, Doppler cooling, sideband cooling,
and readout are centrally defined, such that no matter what type of sequence one runs, the pa-
rameters stay consistent unless explicitly edited. Additionally, operations such as probe pulse
(a 729 nm coherent pulse) is defined with variable inputs for the pulse length, amplitude, and
frequency. Thus, building a sequence is quite straightforward.

There are a few aspects of the sequence building which I will cover in the following: readout,
ion dark detection, and transition locators.

10.1.1 Readout
40Ca+ detection, or readout, is achieved through analysis of CCD images. During readout, the
397 nm and 866 nm Doppler cooling beams are used to probe the internal state of 40Ca+. If the ion
is shelved, it is dark, otherwise it is light. Readout takes 10 ms for exposure.

The experimental control program then analyzes the number of counts in a user-defined re-
gion of interest (ROI). If it is above a cutoff fluorescence, the ion is determined to be light, and if
it is below, it is determined to be dark. Dark counts are registered as one count, and light counts
as zero. Each data point consists of a sum of these counts, the number of which is dependent on
the number of experimental cycles, normally 100.

The cutoff level is determined by a sequence which returns the fluorescence level of the ion
with both the 397 nm and the 866 nm lasers on, and returns the fluorescence level without the
866 nm laser on. Without the 866 nm light, the ion is pumped into the 2P3/2 state and is dark on
the camera. The cutoff is then chosen to fall between the light and the dark counts. A histogram
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Figure 10.1: Histogram of the fluorescence signal when the ion is dark (red) and light (blue).

showing the light and dark counts can be found in Figure 10.1. We have near perfect detection
fidelity.

10.1.2 Ion dark detection

Sometimes during a sequence, the ion will go dark for reasons unrelated to the experimental
sequence. This could be because a laser came unlocked, or it could be because a collision knocked
the ion into an orbit and it has not yet re-cooled. To combat these occurrences from being logged
as false dark counts, we have implemented ion dark detection and processing.

Ion dark detection checks after every data point (typically 100 cycles1) that the ion is bright
after repumping. If it is not, the data point is discarded2, the ion is re-cooled using the far-detuned
397 nm beam, and the data point is retaken.

With two ions, the ion dark detection is more involved. For two 40Ca+ ions, qControl uses
two different thresholds: one that separates both being light from one being light, and one that
separates one being light with both being dark. Readout is detected when both are dark, but ion
dark detection checks if even one is dark. This way, if one ion has been kicked heated in orbit by
a collision but the other is still cold, or if one of the ions has reacted, the experiment can discard
this data. It is also chosen this way because with two-ion chains, the ions sometimes get stuck
orbiting in the radial plane. This orbit has some residual fluorescence which is slightly higher
than that of two dark ions3.

For the mixed-species chains, one more check was added. This checks if the ion was sitting in
the center of the ROI or if it was sitting out at the sides, its ’proper’ location. If it sits in the center,
the point is considered a false dark, the ion is re-cooled, and the data is retaken.

For the two-ion crystals, the re-cooling can be chosen to also implement a frequency ramp for
both the axial and radial frequencies while cooling with the far-detuned 397 nm beam. This helps
the ion recrystalize.

The last ion dark detection check is not a physical check but a processing check. qControl
checks how many dark counts d it gets in a row during a data point. If, given the total number of

1It is not implemented every cycle because it is quite time intensive, as we are using the camera and not a PMT for
readout.

2These instances are logged.
3But barely. In most cases it would still readout as two dark ions.
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dark counts measured, there is less than a 1 % chance that it measured d dark counts in a row, the
point is retaken.

10.1.3 Transition locator

In order to track magnetic field and laser drifts, we have implemented automatic transition lo-
cators. These are automatically enqueued every 10 minutes, and carry out carrier spectroscopy
on the shelving transition (2S1/2, mJ = −1/2 → 2D5/2, mJ = 5/2), the intialization transition
(2S1/2, mJ = 1/2 → 2D5/2, mJ = −3/2), and the reverse initialization transition (2S1/2, mJ =

−1/2→ 2D5/2, mJ = 3/2). If the fit of the transition is good, the values are updated in qControl
and saved to the database (as well as the raw spectroscopy scan). This allows us to evaluate the
quality of data that we take, and judge if there were any shifts during measurement.

10.2 Sequence timing: the PPG

Within a sequence we have a number of components: Doppler cooling, initialization, sideband
cooling, frequency ramping, probing, readout, and repumping. Each of these components must
come in at specific time in a specific order. Each of these components consists of sub-components:
laser pulses, voltage changes, and camera exposure. Each of the sub-components need to occur
for a specific period of time, and their occurrence must be precisely timed in relation to the other
sub-components.

We use a programmable pulse generator (PPG) to handle the timing of the experimental se-
quence. The PPG hardware and software are based on an open source PPG developed at MIT,
NIST, MPQ, and Innsbruck, with input contributed from ion trap groups around the world
[152–157]. The PPG uses field programmable gate arrays (FPGA) running at 100 MHz to control
32 TTL (transistor-transistor logic) outputs. As previously mentioned, these TTL outputs control
the RF switches for the laser AOMs, the camera exposure, the etherDAC ramps, and anything
else that needs timing during a sequence.

The PPG is also equipped with a DDS output with a range of 10 MHz to 350 MHz, which
is used to control the 729 nm AOM, and thus the amplitude and frequency of the light at the
experiment. The DDS is controlled with a dedicated FPGA which allows for phase continuous
and coherent operations such as frequency and amplitude switching and sweeps.

Sequences are compiled by qControl4 and sent to the PPG. Each data point (typically 100
cycles) consists of one program looped 100 times. After each cycle, the PPG waits for a trigger
from the computer to confirm that fluorescence was recorded, before starting again. At each
data point, qControl uploads a new pulse sequence (for example, with different pulse time or
frequency) to the PPG. Sequence upload is achieved via fiber-optic link.

4using the open source API provided at [152, 155].
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Chapter 11

Heating rates

The cause and reduction of heating rates in ion traps has been of great interest to the ion trap
community, as the heating rate in a trap produces limitations in measurement precision, gate
fidelity, and coherence times. Measurements of heating rates in Paul traps were presented as
early as 1989 by Diedrich et al. [18], where the heating rate was considered in order to understand
the limitations of their sideband cooling. In 1995, Monroe et al. [158] referred to this heating as
anomalous heating, as the source of the heating was not well understood, and this term has been
used widely in the literature since [93, 159–162].

The origins of heating in traps has since been studied for many different traps of varying
geometry and environment, with at least a few papers published on the topic each year since
1998. While in many traps the dominant mechanism of heating is still unknown, there are some
examples where the mechanism for the specific trap has been identified, from fluctuating patch
potentials [160], to Johnson noise [163], to surface effects [164, 165] and contamination [166–169],
to technical noise [170–173] and EM pickup [174,175]. Needless to say, which heating mechanism
is dominant is largely trap dependent.

The heating rates in our trap are of particular interest to us as heating limits our ability to per-
form quantum logic spectroscopy. Knowing the heating rates allows us to tailor the experiments
such that we are not noise-limited. Understanding the origin of these rates is especially enticing,
as it allows for improvement of the heating rate.

Heating rates were previously studied in our trap [44,175], and were found to be independent
of ωz, sitting just below ˙̄n = 1 s. However, since these measurements were completed, the entire
electronics system was swapped out for one with less filtering. In addition, the location of the lab
moved. Thus, it was necessary to recharacterize and subsequently improve these rates.

In this chapter, I discuss the heating rate measurements carried out for both single ions and
two ion crystals. In addition, I trace the origin of these heating rates to the noise from the DC
supply, improve them, and am able to construct a model with which to predict further heating
rates. Because we are concerned with the axial ion modes, all experiments undertaken in this
chapter deal with the axial heating rates of the ions.

11.1 Single ion heating rates

To characterize the heating rates in our trap, we use a single 40Ca+ ion as a baseline. This section
covers the measured heating rates of a single 40Ca+ ion, and the analysis into the origin of the
heating.
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Figure 11.1: Sequence diagram of a heating rate measurement. The delay time τ is inserted at the
bottom of the ramp. The sideband probe pulse alternates between exciting the red and the blue
sidebands.

11.1.1 Experimental details

The goal of a heating rate measurement is to extract ˙̄n. n̄ can be measured using the sideband
comparison method [94] of measuring motional state occupation described in 4.4. To measure the
heating rate, one must study the evolution of n̄ in time.

A schematic of the sequence used in heating rate measurements can be found in Figure 11.1.
To understand the sequence, we will first not consider changing ωz (the black curve). The first
step is to cool the ion down to the ground state using a combination of Doppler and sideband
cooling. At the end of this stage, the ion will be in the state |g, n̄i〉, where n̄i ' 0. The second step
is to wait a variable time τ. During this time, electric field noise will drive transitions between
neighboring |g, n〉 at a rate ˙̄n, without influencing the internal state. After this stage, the new state
is |g, n̄(τ)〉. Lastly, the state |g, n̄(τ)〉 is probed by a sideband probe pulse. This pulse is tuned to
either the red or the blue sideband of the shelving transition, and Equation 4.38 can be used to
calculate n̄(τ). After varying τ, a plot of n̄(τ) can be fit to a line. The extracted slope will give ˙̄n,
and an example is shown in Figure 11.2.

We wish to measure the heating rate at multiple frequencies to understand how the heating
rate will affect quantum logic spectroscopy using adiabatic cooling. Optimizing sideband cooling
at every ωz is not necessary to carry out these measurements, as we can utilize the ability to
change ωz mid-measurement. This is where the curve for ωz in Figure 11.1 comes in. After
sideband cooling, we have the option of ramping from ωz = ωz,t to ωz = ωz,b. The variable
time delay τ is now placed at the bottom of the ramp such that we probe the evolution of n̄ at
ωz = ωz,b. The ion will heat in all parts of the sequence, however, the important part of the linear
fit is the slope, and only heating picked up as a result of the change in τ will influence the slope.
Thus the rate will valid for ωz,b.

The measurement of n̄ is dependent only on the height of the sidebands. If the separation
between the two sidebands is well-known, we can extract the heights of the sidebands by mea-
suring only on the peaks. For the measurements presented in this section, n̄ for each delay was
measured by measuring the sideband heights at only one frequency per sideband, corresponding
to the centers of the red and blue sideband. The pulse time used for the sidebands corresponded
to a π-pulse on the blue sideband |g, n = 0〉 → |e, n = 1〉 transition, which also is a π-pulse
for the red sideband |g, n = 1〉 → |e, n = 0〉 transition. Each sideband height measurement
corresponds to 100 measurement trials, and each sideband height was measured 19 times1, with
the measurements interwoven between the sidebands such that correlations between sideband
height changes could be tracked.

1The measurements taken for the unamplified DACs were only measured 9 times per sideband. This is the only
dataset presented that is an exception.
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Figure 11.2: Heating rate measurements for five different axial frequencies. The points show the
measured n̄ for a specific delay time τ, and the slope gives the heating rate. This dataset can be
related to the heating rates for the unamplified DACs.

We can only use this measurement method if the laser frequency and magnetic field are sta-
ble over the course of a measurement. Because of the cavity and comb stabilization of the 729 nm
laser, the laser frequency is not a problem. For magnetic field stability, heating rate measurements
were typically taken over the course of a night such that the field was more stable. In addition to
this, Equation 4.38 is independent to detuning, so as long as the magnetic field is constant over the
course of the measurement of a single delay, it can shift small amounts between delays. To mon-
itor when the field is shifting, measurements of the carrier shelving transition, the initialization
transition, and the reverse initialization transition were taken before and after the measurement
of each delay, and monitored for changes in frequency.

While separation between the two sidebands ideally is 2ωz,t, AC Stark shifts (see subsec-
tion 3.2.1) can cause this separation to be slightly smaller. To ensure that we measured at the
correct frequencies, the separation between the carrier and the blue sideband was fit prior to
starting the measurements. The separation was further confirmed by measuring the sideband
separation after having created the Fock state |g, n = 1〉 by applying a blue sideband pulse plus
an 854 nm pulse prior to measurement.

11.1.2 Results

Heating rate measurements were carried out for all versions of the DC supply, and are summa-
rized in Figure 11.3.

The black circles show the data for the first iteration of the DC supply, etherDAC 1.0. These
measurements were taken before frequency ramping was fully implemented, so ˙̄n was measured
by sideband cooling and probing at each axial frequency. The pulsed sideband cooling scheme
was adjusted separately for each axial frequency (keeping consistent timing but varying pulse
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Figure 11.3: Heating rates versus ωz of a single 40Ca+ ion

ωz
2π [kHz]

˙̄n [s−1] RatioetherDAC 1.0 etherDAC 2.0
294.2 31(3) 12.1(4) 2.6(3)
415.8 7.0(3) 3.2(2) 2.2(2)
509.1 2.79(8) 1.35(6) 2.1(1)

Table 11.1: Comparison of heating rates, showing the degree of improvement between two ether-
DAC supplies.

powers).
When we move the DAC chips from the digital box to the amplifier box to create etherDAC

2.0, we see a reduction of noise as shown in Figure 9.10. The green points in Figure 11.3 show
the corresponding reduction in heating rate. These points were measured using the same method
as for etherDAC 1.0. The ratio between the heating rates of etherDAC 1.0 and 2.0 is given in
Table 11.1. These ratios correspond approximately to the square of the ratio between the two
noise spectra shown in Figure 9.10, as one would expect if the heating is due to the DC supply.

The points in yellow and in red show the heating rate after extra filtering was added after
the DACs, creating etherDAC 2.1. The corresponding noise spectrum is the yellow curve in Fig-
ure 9.10. For the points in yellow, the ion was sideband-cooled using a continuous scheme at
416 kHz, ramping down to ωz,b in tr = 80 µs. This corresponds to the adiabaticity parameter
β = 0.025 for the lowest frequency. The red points were taken four and a half months after the
rates shown in yellow, showing remarkable consistency in heating rates over a long period of
time. For these points, the ion was continuous sideband-cooled at 283 kHz before ramping in
tr = 150 µs. This gives β = 0.012 for the ramp down to the lowest frequency, 67 kHz.

As discussed in subsection 9.3.7, the noise spectrum out of the unamplified DACs (DAC box)
of etherDAC 1.0 was too low to measure on the spectrum analyzer. I was able to, however,
measure heating rates when using only the unamplified DACs to provide the DC voltages to the
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electrodes. This amounts to removing the amplifiers in Figure 9.4.
The blue points show the heating rates measured using the unamplified DACs as the DC sup-

ply. They were taken by sideband cooling using a continuous scheme at 198 kHz2 and ramping
to the measured frequency in 150 µs. For the lowest frequency, β = 0.01. These heating rates
are more than an order of magnitude reduced from the amplified supply, with the absolute rates
ranging from ˙̄n = 3 s−1 to 50 s−1 for ωz/(2π) = 198 kHz to 68 kHz. It is clear that reducing the
noise output of the DC supply impacts our heating rates. As calculated from Equation 4.29, the
heating rate at ωz/(2π) = 198 kHz corresponds to SE = 4× 10−15 V2 m−2 Hz−1, which brings to
similar electric field noise as was achieved previously in the trap with much stronger electronic
filtering [175].

11.1.3 Heating from technical noise

Voltage noise at the output of the DC supply translates to electric field noise at the ion. This
is because the supply noise from the output of the DC supply ends up as voltage noise on the
electrodes. Voltage noise on the electrodes of course translates to electric field noise on the ion.
This means that to have low heating rates, it’s important to either have a low noise DC supply or
a strongly filtered supply. For our experiment, the speed at which we want to ramp sets the limit
to how much filtering is possible.

The voltage noise spectral density on the electrodes translates into the electric field noise spec-
tral density on the ion (in the z-direction) by scaling it by the ion’s characteristic length from the
electrodes, D [93, 94, 160]

SE =
SVend

D2 (11.1)

This characteristic distance describes how a voltage change on a single endcap electrode will
change the electric field in the z-direction on the ion. In our trap, D = 56 mm, and was found by
modeling the trap in SIMION3.

As presented in Chapter 9, the output of the DC supply is filtered through the RF/DC mixer
before going to the trap electrodes. This means that the noise is filtered as well by the character-
istic of the RF/DC mixer. To relate the voltage out of the DC supply to the voltage at the trap
electrodes, we must take into account the transfer function of the RF/DC mixer shown in Fig-
ure 9.3, denoted functionally as F(ω)4. The DC supply noise shown in Figure 9.10 shows

√
SVDC .

Thus,

SE(ω) = F2(ω)
SVDC

D2 (11.2)

Inserting Equation 11.2 into Equation 4.29, one obtains

˙̄none '
e2

4mh̄ωz
F2(ωz)

SVDC

D2 (11.3)

This equation is valid if the noise is on only one of the electrodes. We have 8 electrodes (the
endcaps) contributing to axial heating. The voltage noise adds in quadrature, thus the noise
spectral density will sum. Equation 11.3 becomes

˙̄n ' 8× e2

4mh̄ωz
F2(ωz)

SVDC

D2 (11.4)

2This is the frequency that corresponds to 9 V. The supply’s voltage range is −1 V to 10 V, but I needed a buffer for
micromotion offsets.

3Thank you to Julian Glässel, who helped me modify his trap’s model to model my own.
4One note is that the filtering of the unamplified DAC supply differs slightly from F(ω) since the output of this supply

does not have the 100 Ω resistor. This has been accounted for in calculations.
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Figure 11.4: Noise out of etherDAC 2.1 amplifiers, with each colored section corresponding to
a measurement where Vend was set such that the center of the covered range was ωz(VDC). For
these measurements, the resolution bandwidth (RBW) of the spectrum analyzer was 10 Hz, and
the measured signal corrected for this. The black line shows the smoothed noise signal.

Comparison to DC supply noise

In order to optimize the DC supply, it is invaluable to understand how the noise out of the
DC supply exactly influences the heating rates on the ion. Using the model presented in Equa-
tion 11.3, we can connect the measured noise spectra to the measured heating rates.

First, I remeasured the noise spectrum out of etherDAC 2.1 using a slightly different method
than previously. Instead of measuring the spectra over a large range at a fixed endcap voltage,
I measured small section of the spectrum while changing the endcap voltage such that I could
see the noise spectrum ’as the ion would see it.’ This meant having the same voltage loading the
amplifiers as there would be during an experiment.

The endcap voltage is related to ωz by Equation 2.4, and is shown characterized for our trap in
Figure 7.4. Equation 7.1 gives us the functional form of ωz(Vend). To measure the noise spectra, I
set Vend and measured the noise spectra for a 10 kHz width around ωz(Vend). The Vend values were
chosen based on where the heating rates had been measured. The resulting spectrum is shown
in Figure 11.4. The colored sections show the individual measurements of the noise for different
Vend. The spectrum has been adjusted for the low pass filter used to measure on the spectrum
analyzer (discussed in subsection 9.3.7). The black line shows the smoothed noise signal.

To relate this noise spectrum to the data, I fit the equation

˙̄n ' A× 8× e2

4mh̄ωz
F2(ω)

SVend

D2 (11.5)

for A, where this equation is based on Equation 11.4. This A acts as a scaling parameter for the
noise. The result of this fit is A = 0.88, and is shown in Figure 11.5 (a), where (b) shows the
comparison to the other supplies. The line is obtained using the smoothed noise spectrum, and
the shaded area around the fit line approximately corresponds to the width of the unsmoothed
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(b)(a)

Figure 11.5: (a): Fit of Equation 11.5 to the heating rates using the noise spectrum pictured in
Figure 11.4. The shaded area around the fit line corresponds to the width of the spectrum analyzer
trace. Zoom in of the fit to the etherDAC 2.1 heating rates. (b): Comparison of the extrapolated
fit to the other supply versions.

spectrum analyzer trace. We can see that the model well describes the trend of the data, with all
points falling within the shaded region.

The scaling parameter is quite close to one. If one takes
√

A to obtain a scaling factor instead
for the voltage noise plotted in Figure 11.4, it is only 0.94. Its deviation from unity could be due
to systematic error in the measurement of the noise spectrum. The measured noise spectrum
is consistent, however, if it is measured at different resolution bandwidths (RBW)5, the signal
height changes even after correcting for the RBW. This scaling factor could also be related to the
unknown parasitic and trap capacitances, Ct, combined with the variable capacitance C2. For this
calculation, it has been estimated at 100 pF.

Because the noise measurement is consistent when using the same spectrum analyzer settings,
and the heating rates are consistent over time, one can use the spectrum analyzer measurement
to predict the heating rates. This knowledge is invaluable for improving the DC supply. This also
means that we know exactly where our heating rates are stemming from: technical noise. They
are certainly not anomalous6.

We can take this one step further and now predict the output noise of the unamplified DAC
supply by back calculating from the measured heating rates. This produces the plot shown in
Figure 11.6. This confirms what we had previously found: that the noise out of the DACs is low
enough that we cannot measure it on the spectrum analyzer.

11.2 Two ion heating rates

To implement spectroscopy of 24MgH+ using quantum logic spectroscopy, we need to understand
how two-ion crystals heat in our experiment. To check if we can use heating rates of single 40Ca+

to estimate heating rates on a two-ion crystal, I measured the heating rates of two types of two-ion
crystals: 40Ca+-40Ca+ and 40Ca+-42Ca+.

5The RBW for this particular measurement was 10 Hz.
6One might even be tempted to say that they are... nomalous.
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Figure 11.6: Comparison of the measured noise spectrum out of the etherDAC 2.1 amplifiers to
the predicted noise spectrum of the unamplified DACs.

11.2.1 Experimental details

The basic experimental sequence for measuring two ion heating rates is the same as for the single
ion case. In fact, the entire procedure is identical for measuring the in-phase heating rates of a
two-ion crystal. Measuring the out-of-phase heating rates of two ion crystals was more challeng-
ing due to the heating rates being so small combined with an increased likelihood of the two ions
decrystalizing with increased delay time τ.

To measure the out-of-phase heating rates, I switched to measuring the sideband heights by
fitting the peak over a range of detunings. Because decrystalization was a frequent occurrence,
points were taken in groups of 10 trials, such that the ion dark detection would run more fre-
quently, and less data would be lost when a dark ion was detected. 30 sets of 10 trials were taken
per frequency (300 data trials total per point) and binned, with the groups of 10 more than 4 sigma
from the mean being dropped as outliers. These points generally corresponded to groups of 10
where for every point, the ion was dark, but went light again prior to the ion dark detection.

Prior to using this technique, it was nearly impossible to take longer delays without a laser
coming unlocked, the magnetic field shifting, or losing the ion. Even with this other scheme, the
longest of these measurements took 5 hours to get a single delay data point (at a delay of 100 ms).
Thus, only three delays were measured per ω−.

For all measurements, both in- and out-of-phase, sideband cooling occurred at 18.6 V before
ramping to ω± for the measurement in 150 µs. For the 40Ca+-40Ca+ crystal, 18.6 V corresponds to
ω+/(2π) = 283.7 kHz and ω−/(2π) = 491.5 kHz. For the 40Ca+-42Ca+ crystal, this corresponds
to ω+/(2π) = 280.3 kHz and ω−/(2π) = 485.7 kHz. The pulse times correspond to π-pulses
on the blue sideband for |g, n = 0〉. For the 40Ca+-40Ca+ case, this means the first instance of
maximal probability Pbsb(↑↑) as given in Table 3.1. The maximum peak height is Pbsb(↑↑) = 0.89.
All measurements were carried out using the etherDAC 2.1.



11.2. TWO ION HEATING RATES 129

140 160 180 200 220 240 260 280 300
+/(2 ) [kHz]

0

50

100

150

200

250

300

350

400

450

n 
[1

/s
]

42Ca+ ­ 40Ca+

40Ca+ ­ 40Ca+

40Ca+

Figure 11.7: Heating rates of the in-phase modes of two-ion crystals with the lines derived from
the single ion model. The points in yellow show the single ion measurements for comparison.

11.2.2 Results

In- and out-of-phase heating rates were measured for two types of two-ion crystals: a 40Ca+-40Ca+

chain, and a 40Ca+-42Ca+ chain. The measurements for the 40Ca+-40Ca+ crystal are limited by the
fact that we are sensitive only to ∆n = 2 transitions (see subsection 4.4.1).

The measurements for the in-phase heating rates are summarized in Figure 11.7. Using Equa-
tion 4.32, we can predict the heating rates of the in-phase modes from the model developed in the
previous section

˙̄n+(ω+) = A× 8× e2

4mh̄ωz
F2(ω)

SVDC

D2

(
β±′1 +

β±′2√
µ

)2

(11.6)

where we use A = 0.88 as found in the single ion case. The red and blue lines in the plot are
calculated from this model. For comparison, the rates for the single 40Ca+ are shown in yellow.

Equation 11.6 assumes that the noise is spatially correlated. This is a reasonable assumption,
given that ion separations range from 10 µm to 100 µm, and D = 56 mm is much larger.

The model calculated from the single ion case fits the two ion data as well. This is an indication
that the assumption to treat the noise as spatially correlated is a valid assumption. This implies
that we can use the single 40Ca+ results to predict the heating rates in a 24MgH+-40Ca+ chain.

As stated previously, the out-of-phase heating rates were more difficult to measure. For 40Ca+-
40Ca+ it was especially difficult owing to the decreased sensitivity dictated by Equation 4.41. Two
measurements of n̄ for out-of-phase heating rates are shown in Figure 11.8. These correspond to
the delays τ = 0 ms and τ = 100 ms for the frequency ω−/(2π) = 256.0 kHz for a 40Ca+-40Ca+

crystal. One can see that even after a delay of 100 ms, the red sideband has not grown much in
height.

These are constructed from the binned data, and fit with an offset corresponding to the back-
ground noise. The background noise (related to the decrystalization) for each experiment type
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Figure 11.8: Out-of-phase sideband spectrum for 40Ca+-40Ca+, with showing the out-of-phase
blue sideband and showing the out-of-phase red sideband. These correspond to measurements
of the heating rate at ω−/(2π) = 256.0 kHz with delays τ = 0 ms and τ = 100 ms. They are
constructed from the binned data.
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Figure 11.9: Out-of-phase heating rates of 40Ca+-42Ca+ and 40Ca+-40Ca+.

was characterized by running an identical experiment without inserting the probe pulse. The
center frequency of the red sideband is constrained based on the center frequency of the blue
sideband. The width of the red sideband in the fits is also constrained to be the same as the blue
sideband, which in the limit of small n is a decent approximation.

Figure 11.9 shows the results of the out-of-phase heating rate measurements on the two types
of ion crystals. The expected heating rate of the out-of-phase mode of the 40Ca+-40Ca+ crystal is
0 s−1, and the expected heating rate for the 40Ca+-42Ca+ crystal is dependent on frequency, and is
two orders of magnitude smaller than what was measured.

There is a discrepancy between the two crystals, with the heating rates of the 40Ca+-40Ca+

crystal about twice that of the 40Ca+-42Ca+ crystal. This could mean that light leaking through the
AOM at 397 nm could be responsible for these baseline heating rates, though one would expect to
see a frequency dependence, which we do not see within error. Understanding the discrepancy
between the heating of the two crystals would require further investigation.

It is worth noting that the measured heating rates, around 1.2 s−1 for the 40Ca+-40Ca+ crys-
tal and about 0.5 s−1 for the 40Ca+-42Ca+ crystal, are similar in magnitude to the heating rates
measured for single 40Ca+ in the old setup. They similarly do not show a frequency dependence.

11.3 Conclusion

Heating rates were measured for a single 40Ca+ at variable axial frequency for different versions
of the DC supply. Technical noise was found to be the dominant cause of the heating rate, with
the measured technical noise of the supply predicting the heating rates with only a 0.88 scaling
factor on the noise spectral density. The largest decrease in the heating rates was more than an
order of magnitude, and came when using the DAC supply without amplifiers, yielding heat-
ing rates ranging from 2.93(14) s−1 at ωz/(2π) = 198 kHz to 50(3) s−1 at ωz/(2π) = 68 kHz.
Measurements of the in-phase heating rates two-ion crystals showed good agreement with the
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model developed for the single ion. The only discrepancy was with the out-of-phase heating
rates, which seem to be limited by another process.

To gain the advantage of the improved heating rates when not using amplifiers in the DC
supply, along with the spectral resolution gained with higher ωz, one could imagine building a
DC supply with a larger DAC range, and offsetting the central electrodes negatively to gain even
more in ωz. For example, a supply with ±10 V could be used to reach the 18.6 V we normally
operate at for two-ion experiments. The DACs currently used can have reference voltages up to
±14 V, so this could be potentially a minor modification.



Chapter 12

Adiabatic cooling

The classical process of adiabatic cooling is one that has long been understood. It is the phe-
nomenon that as the pressure confining a gas is slowly decreased, the temperature of the gas
decreases. It is found as a naturally occurring process in, for example, the formation of clouds.
The quantum mechanical version of adiabatic cooling comes from the adiabatic reduction of the
confinement of a well potential, allowing for the adiabatic expansion of a wavepacket. Adiabatic
cooling has been used in quantum systems with a large number of particles, to, for example, re-
duce the temperature of gases of polar molecules [176], of beams of lithium atoms [177], and of
plasmas of antiprotons [178], and to study phase transitions in ultracold gases [179, 180]. While
adiabatic cooling of single ions was proposed as early as 1989 by Bergquist, et al. as a method for
reducing the second-order Doppler shift [181], few experiments have been undertaken towards
implementing adiabatic cooling.

Prior to the start of my PhD, adiabatic cooling was investigated on a single 40Ca+ ion in Aarhus
in both the Doppler and sideband-cooled regimes [44, 52]. In the sideband-cooled case, the best
results were achieved for an axial frequency ramp from 583 kHz to 75 kHz, which took a total of
6 ms. The biggest limitation was the slow ramp time, which makes it inefficient to employ in an
experiment with molecular ions.

This chapter presents the results of adiabatic cooling single 40Ca+ ions and 40Ca+-42Ca+ chains
using the new electronics systems. The ramps employed have a ramp time of 290 µs, more than
20-times faster than those employed previously, and achieve lower frequencies–down to 41 kHz.
The results presented in this chapter come from experiments on two different supplies: the ether-
DAC 2.1 and the unamplified DAC supplies. The first section covers the experiments undertaken
with the etherDAC 2.1 supply, and the second section covers experiments undertaken with the
unamplified DACs.

12.1 Experimental sequence

While the experimental sequence is by and large the same as that for the heating rates (with the
sequence shown in Figure 11.1), the point of the experiments is fundamentally different. In the
heating rate experiments, we are concerned with how much heating we pick up as a result of
waiting variable delay times at the bottom of the ramp. So long as we can measure the change in
the sideband heights for different delay times, we do not mind if we pick up consistent thermal
excitation during the ramp as this just adds an offset to n̄ which does not impact the rate. In
adiabatic cooling experiments, we are interested in exactly how and why we pick up heating as
the result of the frequency ramp, as we are interested in cooling the ion down as far as possible.

133
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Figure 12.1: Voltage ramp from Vend,t to Vend,b showing the corresponding frequency ramp from
ωz,t to ωz,b. The ramp is programmed to take tr, but due to the filtering in the electronics takes
longer. A settling time ts = 150 µs is used to ensure the ramp has time to reach its final value.
There is an additionally optional wait time τ which can be added at the bottom of the ramp,
which is 0 unless otherwise specified.

A generic ramp is shown in Figure 12.1. In a sequence, we ramp down to the target frequency
ωz,b from frequency ωz,t by changing the voltage from Vend,t to Vend,b. This is done with a constant
adiabaticity ramp shape (see section 6.5 and subsection 9.3.5). The ramp takes time tr, which is
variable by the user, and takes time ts to settle due to the electronic filtering. After this point,
the ramp is applied in the opposite direction, and after waiting for the voltage to settle, the red
and blue sidebands are measured using a pulse time which corresponds to a π-pulse on the blue
sideband. The sidebands are mapped out by a scan of the 729 nm frequency.

Though we are interested in the motional state of the ion at the bottom of the ramp1, we
measure the sideband heights at the top of the ramp. This is done for consistency and resolution.
If we measure at the top of the ramp, we are always measuring at ωz,t, regardless of ωz,b. This
means that the 729 nm intensity and/or pulse time can be kept constant.

The other reason is due to spectral resolution between modes. This is especially important for
the two-ion case, where the first out-of-phase sidebands are located at δ = ±ω−, and the second
in-phase sidebands are located at δ = ±2ω+. The separation between these sidebands of course
decreases as the potential decreases, as previously discussed in section 6.5.

It is thus simpler to measure at the top of the ramp, and is equivalent to what we would do
in an experiment with 24MgH+, as the measurement of 40Ca+ would come at the top of the ramp.
Thus, it is essential to know how much the ion heats as a result of ramping in both directions.

1Actually we are interested in the motional state both at the bottom and at the top, since spectroscopy occurs at the
bottom but detection occurs at the top.
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12.2 Temperature diagnostics

For each experiment presented, two sideband measurements are shown: one for a sideband-
cooled (SBC) ion without a ramp as a baseline, and one for an ion which has been sideband-
and further adiabatically-cooled. Because we measure at the top of the ramp, we must consider
how we determine the temperature of the ion at the bottom of the ramp. If the process is per-
fectly adiabatic, we know that the temperature at the bottom of the ramp can be calculated from
Equation 4.44, inserting ωz,b for ωz, where

P0,top =P0,b =
1

n̄top + 1

n̄top =n̄b

(12.1)

where n̄top and P0,top are the measured average motional quantum state and population at the top
of the ramp, and n̄b and P0,b are the actual populations at the bottom of the ramp. Of course, n̄top
then also equals n̄SBC, where the latter is the motional occupation after sideband cooling.

However, if there is heating during the ramp, it is not so clear what the temperature at the
bottom of the ramp is. There are two methods we can use to estimate the temperature. The first
is to put an upper bound on the temperature at the bottom of the ramp. We do this by assigning
the measured ground state population at the top of the ramp Ptop as the population at the bottom
of the ramp. We can then calculate the temperature with Equation 12.1 using P0 = Ptop and
ωz = ωz,b. This maximum temperature Tbmax assumes that all heating can be attributed to the
ramp down.

Alternatively, we can make the assumption that half of the heating comes from half the ramp,
and calculate P0,bh

and thus T0,bh
from n̄bh

=
n̄SBC+n̄top

2 . The assumption that half the heating comes
from each ramp is not a perfect assumption, since the ramp, while programmed to be symmetric,
is not perfectly symmetric due to electronic filtering. However, these two measurements, Tbmax
and Tbh

, give us an estimate of the temperature at the bottom of the ramp.

12.3 etherDAC 2.1

12.3.1 Single Ion

The measured sidebands of a ramping experiment with a single 40Ca+ ion are shown in Fig-
ure 12.2, in conjunction with the measured sidebands after sideband cooling. The ramp used in
this experiment went from ωz,t/(2π) = 415.8 kHz to ωz,b/(2π) = 67.7 kHz, and had a ramp time
of tr = 140 µs. The adiabaticity parameter β, as defined in Equation 6.6, for this ramp is β = 0.014.
It must be noted that for this particular measurement, ts = 80 µs. In this case, the predicted de-
viation from Vend,b is 0.04 %, which leads to a deviation from the fully-settled frequency by 13 Hz
smaller than the frequency uncertainty. ts was changed to 150 µs for later experiments to ensure
low deviations for all ramp shapes.

Looking at the figure, we see a large increase in the height of the red sideband. Evidently
there is some heating occurring during the ramp. Looking at the quantitative results presented
in Table 12.1, we see that the change in n after the ramp is ∆n̄ = 0.33(4), which would lead to a
large number of false detections if using quantum logic spectroscopy.

We must determine the cause of the heating if we wish to eliminate it. It could come from
the ramp shape, from electronic noise in the trap, or from DAC update noise, which is the noise
related to the periodic updates of the DAC voltages [149]. The expected gain in motional quanta
for the programmed ramp shape can be predicted by Equation 6.8. Because the ramp does not
perfectly match the programmed ramp due to filtering, we take the maximum within one period
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ωz,t/(2π) ωz,b/(2π) tr
[kHz] [kHz] [µs]
415.8 67.7 140

Vend,t Vend,b
[V] [V]
40.0 1.0

n̄ P0 [%] T [µK]
SBC 0.03(1) 97.0(9) 5.7(5)

Ramp
top 0.36(4) 73.3(13) 15.1(6)
bmax 0.36(4) 73.3(13) 2.45(15)
bh 0.20(2) 83.5(15) 1.8(1)

Table 12.1: Ramp details and measurements for etherDAC 2.1 single ion ramping, for the mea-
surement in Figure 12.2
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Figure 12.2: Sideband spectrum of a single 40Ca+ comparing a sequence with no ramp (
red sideband, blue sideband) to a sequence with a ramp from ωz,t/(2π) = 415.8 kHz to
ωz,b/(2π) = 67.7 kHz ( red sideband, blue sideband).

of the expected (see Figure 6.12). This gives an expected heating of ∆n̄ = 7× 10−5, which rules
out heating from ramp shape as it is orders of magnitude different from what we measure. To
diagnose if it is the result of electronic noise from the DC supply, we can understand this heating
as an integration over the heating rates throughout the ramp.

Integrated heating

One of the technical challenges with adiabatically ramping the frequency is that we become sensi-
tive to electric field noise at all frequencies between ωz,t and ωz,b. The number of motional quanta
that we gain at a specific frequency ωz depends on the heating rate ˙̄n (ωz) and the time dt that
we spend at that frequency. Thus, the total number of quanta gained during a ramp assuming
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perfect adiabaticity is given by

n̄ =
∫ t f

t0

˙̄n (ωz(t)) dt

=
∫ t f

t0

˙̄n

(
ωz,t

1 + t
tr
( 1

α − 1)

)
dt

(12.2)

where the equation for ωz(t) comes from Equation 6.7, and as before α =
ωz,b
ωz,t

.
We can numerically evaluate this equation using the model of the etherDAC 2.1 heating rates

(Equation 11.5) to calculate the expected gain in quanta due to electric field noise for the data in
Figure 12.2. This is not a perfect analysis since it assumes a perfect ramp (without filtering), but
is sufficient as the ramp shape follows well at the bottom of the ramp where the majority of the
heating occurs (see Figure 9.9). The analysis predicts n̄ gained in this experiment to be ∆n = 0.28,
which accounts for the measured change in ∆n̄ = 0.33(4). The calculation of ∆n includes the
expected heating due to the settling time.

Figure 12.3 further illustrates the agreement between the integrated heating and the measured
n̄ after ramping. It shows a series of measurements with a ramp time of tr = 500 µs, ramping
from ωz,t/(2π) = 415.8 kHz to ωz,b. For these measurements, n̄ was measured at the bottom of
the ramp, with the pulse power varied to keep the sideband Rabi frequency constant. Each point
corresponds to 5 measurements, except the point at ωz,b/(2π) = 415.8 kHz, which consists of
10 measurements. The line shows the calculated gain in quanta as calculated using numerical
integration combined with heating during ts and the pulse time2. The shaded width of the line
corresponds to the shaded width in Figure 11.53. The model predicts the results quite well, sup-
porting the conclusion that the heating is due to the background noise of the DAC supply, and
not due to non-adiabatic ramping or DAC update noise.

One consequence of being sensitive to noise throughout the spectrum is that if there are any
sharp peaks in the noise spectrum, we will pick them up when ramping, with a sensitivity de-
pending on how fast we ramp through them. We can use this then as a tool to diagnose noise
in the system and remove it, a technique which I applied to our setup. By performing a binary
search, I was able to locate when ∆n̄ jumped unexpectedly. Thus, I was able to locate a switched-
mode power supply4 which was injecting noise onto the line at 128 kHz, causing the ion to heat
as it ramped through it. I was able to replace this supply5, and then heating matched the expected
as predicted by the etherDAC 2.1 heating rates.

12.3.2 Two Ions

As we saw in Chapter 11, the two modes of a two-ion crystal heat at different rates due to electric
field noise, with the in-phase mode of the 40Ca+-42Ca+ crystal heating at about twice the rate of a
single ion, and the out-of-phase mode barely heating at all. Because of the high heating rates on
the single ion, it is evident that adiabatic cooling with two ions on the in-phase mode will not be
better. However, for our quantum logic spectroscopy scheme, we have the choice of either mode,
thus it made sense to try adiabatic cooling on the out-of-phase mode of a two ion crystal6.

I ran this experiment with a two ion chain consisting of 40Ca+-42Ca+, which was chosen over
a 40Ca+-40Ca+ chain due to the limited motional state detection resolution in a 40Ca+-40Ca+ chain

2Half the pulse time at the bottom of the ramp was used to give an estimate of the sideband height.
3Note that this has not been error-propagated, but rather carried through the calculation, as the signal from the

spectrum analyzer would be had I not smoothed it.
4An XP PCM50US12 power supply for the camera. Other things that inject noise onto the line: Agilent oscilliscope

DSO-X 2014A, at 64 kHz, and the spectrum analyzer, Tektronix RSA5103B at 112 kHz. These were turned off/unplugged
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Figure 12.3: Motional quanta gained from ramping from ωz,t/(2π) = 415 kHz to ωz,b. Measure-
ments were taken with a pulse at the bottom of the ramp. Theory was calculated from
Equation 11.5 combined with the pulse timing.
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Figure 12.4: Out-of-phase sideband spectrum of a 40Ca+-42Ca+ chain comparing a sequence
with no ramp ( red sideband, blue sideband) to a sequence with a ramp from ω−,t/(2π) =
485.7 kHz to ω−,b/(2π) = 40.7 kHz ( red sideband, blue sideband). The large drop in the
sideband height is due to heating on the in-phase mode.
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ω−,t/(2π) ω−,b/(2π) tr
[kHz] [kHz] [µs]
485.7 40.7 140

Vend,t Vend,b
[V] [V]
18.6 0.07

n̄ P0 [%] T [µK]
SBC 0.022(9) 97.9(9) 6.1(7)

Ramp
top 0.11(3) 90(3) 10.0(12)
bmax 0.11(3) 90(3) 0.83(10)
bh 0.064(18) 94.0(16) 0.70(6)

Table 12.2: Ramp details and measurements for etherDAC 2.1 two-ion out-of-phase mode ramp-
ing, for the measurement in Figure 12.4

(see subsection 4.4.1). Figure 12.4 shows the out-of-phase sideband spectra of sideband-cooled
ions and the adiabatically-cooled ion, with a ramp from ω−/(2π) = 485.7 kHz to ω−/(2π) =
40.7 kHz in 140 µs, corresponding to β = 0.026. From Equation 6.8, the expected heating due to
the ramp is ∆n = 2× 10−4. The ramp details and motional state diagnostics are presented in
Table 12.2.

The change in motional quantum number as a result of the ramp is ∆n = 0.09(3), and is an
improvement over the single ion case of ∆n = 0.33(4), and for a larger frequency range. The
maximal temperature of the out-of-phase mode at the bottom of the ramp is Tbmax = 0.83(10)µK,
which is about a factor of 7 lower than the temperature prior to adiabatic cooling.

Looking at Figure 12.4, we see that while the height of the red sideband does not change much,
the blue sideband height is greatly reduced. This can be explained by the heating of the in-phase
mode (see Appendix C.3). Because heating on the in-phase mode impacts the coupling on the
out-of-phase mode, it is best if neither mode heats appreciably.

12.4 Unamplified DACs

For a 40Ca+-24MgH+ crystal, it is especially relevant that the overall heating rate is low, since the
mass ratio of µ = 25/40 means that the out-of-phase mode heats only 1/3 as fast as the single ion
at the same frequency7 (see Figure 4.9). Thus, I switched to the unamplified DAC supply to have
lower heating rates, and carried out single ion adiabatic cooling experiments.

Figure 12.5 shows the sideband-cooled versus adiabatically-cooled sideband spectra for a
ramp with ωz,t/(2π) = 197.7 kHz to ωz,t/(2π) = 49.66 kHz and tr = 140 µs, with β = 0.017.
The expected heating as per Equation 6.8 is ∆n̄ = 1× 10−4. Because heating rates were not mea-
sured down to this frequency for this supply, it is tough to predict the heating from DC supply
noise. The motional state diagnostic results are presented in Table 12.3, and the gain in motional
occupation from ramping is ∆n̄ = 0.04(2).

for subsequent measurements.
5With a benchtop linear supply.
6Of course, the heating rate of a 40Ca+-24MgH+ out-of-phase mode is less strongly suppressed than the that of a

similar-mass crystal, but testing first on a similar-mass crystal helps give a sense of the limitations.
7For the same voltage, this ratio is higher since ω− > ω+, but the ratio will be voltage-dependent.
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ωz,t/(2π) ωz,b/(2π) tr
[kHz] [kHz] [µs]
197.7 49.66 140

Vend,t Vend,b
[V] [V]
9.0 0.5

n̄ P0 [%] T [µK]
SBC 0.023(11) 98(1) 2.5(3)

Ramp
top 0.06(2) 94(2) 3.3(4)
bmax 0.06(2) 94(2) 0.82(10)
bh 0.041(12) 96.1(12) 0.60(5)

Table 12.3: Ramp details and measurements for unamplified DC supply single ion ramping, for
the measurement in Figure 12.5. These refer to the thermal values, and do not include the coherent
state analysis.
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Figure 12.5: Sideband spectrum of single 40Ca+ comparing a sequence with no ramp ( red side-
band, blue sideband) to a sequence with a ramp from ωz,t/(2π) = 197.7 kHz to ωz,b/(2π) =
49.66 kHz ( red sideband, blue sideband).

This is a low amount of heating, with very low temperatures at the bottom of the ramp, and
it looked like it should be no trouble to go lower. However, these measurements, though very
reproducible, were suspicious, as changing the ramp time by only 1 µs resulted in sidebands that
showed much more heating. Inserting a probe pulse at the bottom of the ramp resulted in an
unexpectedly high red sideband as well.

I found the cause of these discrepancies by inserting delay times τ at the bottom of the ramp
at intervals less than 2π/ωz,b, such that it would be sensitive to any coherent dynamics at the
bottom of the ramp. The results of this measurement are plotted in Figure 12.6. Lo and behold,
the sideband height is τ-dependent. There is a coherent oscillation of the ion at the bottom of the
ramp.



12.4. UNAMPLIFIED DACS 141

2
0

.1
 μ

s

2
6

.8
 μ

s

4
0

.3
 μ

s

0
.0

 μ
s

1
6

.0
 μ

s

6
.7

 μ
s

8
.0

 μ
s

1
8

.0
 μ

s

Fr
e
q

u
e
n
cy

 [
kH

z]
1

9
0

1
9

5
2

0
0

2
0

5
-1

9
0

-1
9

5
-2

0
0

-2
0

5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

1
9

0
1

9
5

2
0

0
2

0
5

-1
9

0
-1

9
5

-2
0

0
-2

0
5

Fr
e
q

u
e
n
cy

 [
kH

z]

1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation 1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation 1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation 1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation

1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation 1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation1
.0

0
.2

0
.4

0
.6

0
.8

0
.0

Excitation

Figure 12.6: Plot of evolution of the sidebands as measured at the top of the ramp described in
Table 12.3 for varying τ, the time spent at the bottom of the ramp. shows the experimental data,
and shows the predicted evolution based on the theory provided in subsection 12.4.1, with
α′ = 0.96 and n̄th = 0.06.
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Figure 12.7: Pulse sequence for the adiabatic cooling experiments, showing approximately when
the displacement operator acts.

Figure 12.8: The displacement operator corresponds to a displacement of ∆z in space.

12.4.1 Coherent state generation

Assume we are creating a coherent state with the DC supply. We have two kicks of the ion, with
the first corresponding to the ramp down, and the second kick corresponding to the ramp up. The
first kick corresponds to the displacement operator D(α′), where α′ is related to the amplitude of
the kick8, and

D(α′) = eα′a†−α′∗a (12.3)

If we assume the kicks are symmetric, the second kick corresponds to the displacement oper-
ator D(−α′). We assume this based on the measurement, where the second kick, after a 0 time
delay τ, returns the ion to the initial state. This is shown schematically in Figure 12.7. Physically,
a displacement operator corresponds to a physical translation, which can be pictured as either
the well or the ion being displaced by distance

∆z = α′

√
2h̄

mωz
(12.4)

This is shown schematically in Figure 12.8.

8Coherent states typically use the parameter α to describe the amplitude of the kick, where n̄ = |α|2. I’ve used α′ so it
is not confused with the ramp α =

ωz,b
ωz,t

, as they are unrelated.
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Figure 12.9: Comparison of distributions with n̄ = 1, 4, 9, and 16
for a (a): coherent state, (b): thermocoherent state with n̄th = 4 and n̄c = n̄, and (c): thermal
distribution. The inset shows a zoomed-in view. Note that the y-axis changes scale between the
three plots.

The population of a coherent state |α′〉 is given by

Pc(n) =
e−|α

′ |2 |α′|2n

n!
(12.5)

The time evolution of |α′〉 can be described as |α(t)〉, where

α′(t) = α′0e−iωz,bt (12.6)

where ωz,b refers to the axial frequency at the bottom of the ramp.
The first kick comes in at t = 0, corresponding to the coherent state

|b(t)〉 ≡ D(α′)|0〉 = |α′0e−iωz,bt〉 (12.7)

assuming we started in the ground state. |b〉 refers to the state at the bottom of the ramp. We then
wait a time of τ before the second kick comes in, and the state after the second kick is given by

|top(0)〉 ≡ D(−α′)|b(τ)〉 = |α′0e−iωz,bτ − α′0〉 (12.8)

where |top〉 refers to the state at the top of the ramp. What we are sensitive to when measuring
the sidebands is the population P(n). Because this population is not time-dependent, the time
dependence of |top〉 is neglected.

As seen in Equation 12.5, the population is dependent on |α′|2 = n̄c, the average occupation
for the coherent state. For the state |top〉 this is given by

n̄c,t(τ; α′0) = |α′0e−iωz,bτ − α′0|2 = 2α′20 (1− cos(ωz,bτ)) (12.9)

thus the population of |top〉 is

Pc,t(n) =
e−n̄c,t |n̄c,t|n

n!
(12.10)

This population is shown graphically in Figure 12.9 (a).
Of course, the initial state is not perfectly prepared in |0〉, but is rather prepared in a thermal

state, characterized by n̄th. The action of the displacement operator on a thermal state creates a
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Figure 12.10: Evolution of the height of the center of the red and blue sidebands as
a function of delay time τ. The yellow lines indicate the τ’s for which measurements are shown.

thermocoherent state, or Glauber-Lachs state [182–185]. The probability distribution of |t〉 assum-
ing an initial thermal state is given by

PGL,t(n) =
n̄n

th
(1 + n̄th)1+n exp

(
−n̄c,t

1 + n̄th

)
Ln

(
−n̄c,t

n̄th(n̄th + 1)

)
(12.11)

where Ln is the Laguerre polynomial. This population distribution is shown graphically in Fig-
ure 12.9 (b), compared to a coherent distribution in (a) and a thermal distribution in (c). For
n̄c � n̄th, this function reduces to the coherent state population, and for n̄th � n̄c, it reduces to
the thermal distribution.

A sideband spectra of state |top〉with this probability distribution will have a functional form
of

ρee(t) =
∞

∑
n=0

PGL,t(n; τ, α0, n̄th)
Ω2

n,s

Ω2
n,s + δ2

s
sin2(

√
Ω2

n,s + δ2
s

t
2
) (12.12)

where the Rabi frequencies and detuning are defined as in Equation 3.28.
We can use this model to mimic the results obtained when probing the sideband transition

after a variable τ, as in Figure 12.6, where the red curves show the calculated population. The
parameters used for the model (in red), are α′ = 0.96 and n̄th = 0.06, and the model mimics the
data remarkably well. As the time increases, the state evolves from a typical sideband-cooled
spectrum to a coherent state and back to a thermal state again. Figure 12.10 shows the expected
evolution of the sideband height as a function of τ for this model, and the yellow lines show the
time delays for which corresponding data is shown in Figure 12.6.

12.4.2 Implications

The agreement between the model and the data shows that we are creating a coherent state for the
parameters presented in Table 12.3. We are not yet certain what is causing the displacement—it
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is something to be investigated. As per Equation 12.4, α′ = 0.96 corresponds to a displacement
of only 49 nm at ωz,t/(2π) = 197.7 kHz, or a displacement of 96 nm at ωz,t/(2π) = 49.66 kHz.
Exactly where the displacement happens during the ramp is unclear, since if the rest of the ramp
is adiabatic, it could happen anywhere. We are only sensitive to the dynamics at the bottom of
the ramp because that is where we are applying the time delay, so it’s where we see the evolution
of the state.

As such, the creation of a coherent state is an effective meter of measuring ωz at the bottom of
the ramp. One can see the periodicity of the measurements by comparing the plots in Figure 12.6
with τ = 0 µs, τ = 20.1 µs, and τ = 40.3 µs, which represent zero, one, and two periods of
oscillation at 49.66 kHz. At each period, the state comes almost perfectly back to the initial state.
If we were to instead measure on the steepest slopes in Figure 12.10 out to long delays, we would
be very sensitive to the value of ωz,b.

Though the motional distribution of the ion at the bottom of the ramp is not in the ground state
of motion, the ion is not hot in the sense that the coherent motion is reversible. The thermal mix-
ing, that is, the irreversible increase in motional quantum number, is sub-microkelvin. Because
the coherent kick can be counteracted, the coherent motion does not preclude implementation
of broadband quantum logic spectroscopy (covered in Chapter 14). If the time at the bottom of
the ramp is chosen such that the state is returned to the initial, if no transitions occur, the state
remains unchanged at the top of the ramp. If excitation occurs at the bottom of the ramp, then
the state will be changed, and detection at the top of the ramp will reflect that. Aside from be-
ing demonstrated in this work, the ability to reverse the generation of coherent states of trapped
ions has been shown in, for example, the context of ion transport [186], for very large coherent
states [79], and in long chains of ions [187]. Having shown the ability to recreate the initial state
for this specific case, we should be able to do the same for different ramp parameters.

Lastly, since the motion is coherent though the ramp itself should be adiabatic, it means that
it is preventable. By diagnosing the cause of the coherent kick, we should be able to remove it.

12.5 Conclusion

I have presented adiabatic cooling experiments for two different DC supplies with total ramp
times of tr + ts = 290 µs–20 times faster than was previously achieved [52]. Single ion experi-
ments on the amplified etherDAC 2.1 show that in order to reach very low ωz, it is necessary
to lower the heating rate. Experiments with a two ion chain of 40Ca+-42Ca+ show that adiabatic
cooling of the out-of-phase mode is possible. In this experiment the axial frequency was reduced
by nearly a factor of 12, down to ω− = 40.7 kHz with heating of only ∆n̄ = 0.09(3) observed
after lowering and raising the frequency. The maximal out-of-phase mode temperature of the
ion at the bottom of the ramp of the out-of-phase mode was found to be 0.83(10)µK, a factor of
7 reduced from the initial temperature. This system with a cold out-of-phase mode and a hot
in-phase mode can be used for studying cold collisions, which I will discuss in Chapter 15.

Experiments with the unamplified DAC supply show the promise of using an even lower
noise supply for control of trap voltages. Experiments employing a ramp down to 50 kHz showed
only ∆n = 0.04(2) for the ramp down and up again. Coherent excitation during the ramp means,
however, that the ion is in a higher motional state at the bottom of the ramp. Because this motion
is reversible, we expect that broadband vibrational spectroscopy will still work, so long as our
experiment is precisely timed to return the ion to its initial state. For other experiments that rely
on low kinetic energies, however, this coherent kick would need to be eliminated.
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Chapter 13

Narrow spectroscopy

A far future goal of ours is to implement direct rovibrational spectroscopy in 24MgH+ in a regime
where the sidebands of the transition are resolved. In this regime we will be able to coherently
manipulate the rovibrational states, allowing for state preparation, and, in the limit where the
laser linewidth is much smaller than that of the molecular transition, achieve the highest resolu-
tion spectroscopy. The fundamental limit of spectroscopic resolution is given by the linewidths of
the transitions, which are on the Hz-level. We would, on the other hand, be happy to resolve the
hyperfine and Zeeman substructure of the rovibrational levels, a level of resolution already about
105-times better than current knowledge [105]. With a narrow scheme come a few complications,
especially considering the level structure of 24MgH+. In this section, I consider what sort of prop-
erties, such as linewidth and power, we will need in a narrow 6 µm laser, such that we can begin
working toward this goal. Further, I discuss some schemes that have already been implemented
in other groups to narrow quantum cascade lasers (QCL), the type of laser that provides our 6 µm
beam.

13.1 Experimental procedure

The basic experimental procedure is the same as that presented in subsection 6.4.1. As a reminder,
we first cool the ion chain down to the ground state of motion. In order to detect a transition in
24MgH+ on 40Ca+, one must change the motional quantum state of the ion chain by driving a
blue sideband transition in 24MgH+. Detection is then carried out on the 40Ca+ ion, where, if the
ion has transitioned to the upper state, the red sideband of the 40Ca+ ion can be driven with a
π-pulse on the |g, n = 1〉 → |e, n = 0〉 transition. In an ideal experiment, where the ground-state
cooled red sideband of the 40Ca+ ion has zero coupling strength, the π-pulse gives 100 % transfer
to the excited state, meaning that detection of a transition in 24MgH+ is perfectly mapped onto
the 40Ca+ signal.

In an experiment, the detection will not, of course, be perfectly one-to-one due to ion heating
and transfer efficiency, but the signal-to-noise of a π-pulse on the 40Ca+ ion can be well character-
ized prior to starting spectroscopy on 24MgH+. The blue sideband π-pulse time on the 24MgH+

ion, on the other hand, can be predicted from the power, beam size, and coupling strength, but to
be able to apply a true π-pulse, we must find the transition by scanning the frequency. Once the
sideband has been located, Rabi flopping can be performed to determine the π-time.

Finding the blue sideband is already a form of spectroscopy, where we can determine that
the carrier is ωz away. However, because AC Stark shifts cause the sideband to shift due to
off-resonant coupling on the carrier, for the highest resolution spectroscopy it is advantageous
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to perform spectroscopy on the 24MgH+ carrier transition. This works by first trying to drive a
transition on the carrier, and then attempting to drive a blue sideband π-pulse. At this point we
know the exact frequency of the blue sideband, so that stays constant, but the carrier frequency is
swept. If the ion was excited on the carrier, the blue sideband cannot couple, whereas if it was not
excited, the sideband will couple, and transfer population into n = 1. Final detection is carried
out on 40Ca+, and we will get an inverted signal compared to the previous case. Thus, the carrier
is mapped onto the 40Ca+ ion via the 24MgH+ blue sideband.

We can also use the blue sideband transition to perform state preparation of higher vibrational
levels. For state preparation, we do not need to use the carrier transition, only the sideband
transition. By performing a π-pulse on the blue sideband, we can transfer all population from a
lower rovibrational state to an upper one, or vice versa. We can then check that our preparation
was successful by measuring the red sideband on the 40Ca+ transition. We can even perform this
state preparation if we can resolve the blue sideband but cannot drive a perfect π-pulse, as the red
sideband in 40Ca+ can only be excited if the ion has transitioned to the upper level. If detection
on the red sideband of 40Ca+ has perfect fidelity, we project the state of the 24MgH+ ion into the
upper level by measuring an excitation on the red sideband [50, 51].

13.2 Linewidth, power, and pulse time

As shown in Chapter 6, 24MgH+ has rotational levels which split into hyperfine structure, and
then further split into Zeeman levels. The splittings of the two hyperfine states within a rotational
level are given by (2J + 1)× 9 kHz, except for |J = 0〉, which does not split. The splitting of the
Zeeman states depends on the field and the F and mF quantum numbers, but is on the order of
a few kHz, up to about 10 kHz for typical fields on the order of 6 G. These splittings are smaller
than ωz and will ultimately determine the linewidths, powers, and pulse times we can use and
still resolve these levels.

The cases with the fewest transitions to consider are the transitions between |J = 0〉 and
|J = 1〉 with ∆v = 1. The |J = 0〉 state consists only of F = 1/2 which splits into two mF
states, and the |J = 1〉 state consists of F = 1/2 and F = 3/2. These two hyperfine states split
into 2 and 4 states respectively1. These splittings are shown in Figure 13.1. This gives rise to 10
allowed transitions, each with Rabi frequencies dependent on Clebsch-Gordan coefficients. If we
do not resolve the structure, then we may not be able to drive a π-pulse on either the carrier or
sidebands since we could drive multiple transitions at different rates. This limits the signal height
and detection efficiency of carrier spectroscopy.

Rovibrational state preparation does not, on the other hand, need all of the transitions to be
resolved if we do not mind which substate the population ends up in, as a perfect π-pulse is
not necessary as described above. This means that for state preparation of rovibrational states,
the laser requirements are less strict than for spectroscopy, so we will take spectroscopy as an
example to give stricter bounds on the laser requirements.

If we start state-prepared in a specific mF state, then this cuts down on the number of possi-
ble transitions. State preparation can be carried out by driving Raman transitions between the
rotational levels and Zeeman substates using a femtosecond frequency comb, a method we are
currently developing2. If we further choose our polarization to be either σ or π, we are sensitive
to even fewer transitions. If we want to be able to access every allowed hyperfine transition, we
have to have a linewidth which is narrower than the smallest spacing between allowed transi-
tions. At B = 6.5 G, |v = 0, J = 0〉 → |v = 1, J = 1〉, the smallest spacing is for σ polarized light

1Here I use the quantum numbers for the weak-field Zeeman, though at B = 6.5 G, we are in the intermediate regime.
2Chou, et al. show Zeeman state preparation CaH+ in [47].
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Figure 13.1: Diagram showing the levels for |v = 0, J = 0〉 (red) and |v = 1, J = 1〉 (blues).
The rovibrational levels are split by approximately 50 THz, versus the splittings between the
substates, which are 10 kHz-level. The three marked transitions are the σ transitions from the
|v = 0, J = 0, F = 1/2, mF = 1/2〉 state. In orange are the two separated by 12 kHz (see text).

from |F = 1/2, mF = 1/2〉 to states |F = 3/2, mF = −1/2〉 and |F = 3/2, mF = 3/2〉. These two
transitions are separated by 11 kHz. To resolve these two transitions, we must have a linewidth
smaller than their spacing. We must also then use Rabi frequencies smaller than the spacing,
which puts bounds on the maximum power and pulse time. A Rabi frequency of a few kHz can
be used for these specific transitions. The Rabi frequency dictates the π-pulse time, which for a
Rabi frequency of 1 kHz is 500 µs. For the pulse to be coherent, the linewidth of the laser must
then also be on the same order.

For sidebands, in addition to thinking about nearby transitions, we need to consider the width
of the carrier transition. The Lamb Dicke parameters for these transitions are very small, on
the order of η = 0.02. Thus, a 1 kHz Rabi frequency on the sideband results in a 50 kHz Rabi
frequency on the carrier. We must keep the carrier Rabi frequency smaller than the sideband
spacing.

To get order-of-magnitude powers, carrier and sideband Rabi frequencies have been calcu-
lated for a beam waist of 500 µm for a few rovibrational transitions, and are presented in Ta-
ble 13.1. To get the strengths of individual transitions between substates, one would need to
modify the powers by the transition strengths. Because the powers that we need to achieve are
very low compared to what we expect to be able to achieve in the trap3, there is no gain for
24MgH+ to use adiabatic cooling for this type of spectroscopy. It could, however, be helpful in
non-polar molecules, where quadrupole transitions must be driven, and it is difficult to produce
the required power.

13.2.1 AC Stark shifts

With the pulse power we need to consider AC Stark shifts on top of power broadening. For
carrier transitions, the primary contribution to the AC Stark shift will be due to nearby hyperfine
transitions. For example, consider the two transitions given above. For a power corresponding
to Rabi frequency Ω on the ∆mF = 1 transition, the Rabi frequency on the other transition will
be given by Ω′ = C′

C Ω, where C and C′ are the Clebsch-Gordan coefficients of the ∆mF = 1 and
∆mF = −1 transitions, respectively. The ∆mF = 1 transition has a higher transition frequency,

3We expect to be able to get on the order of 20 mW of power, though we have not tried this yet.
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J → J′ Isat [W cm−2] Pc [µW] Psb[µW]

0→ 1 5.7× 10−13 0.011 42
1→ 0 1.4× 10−12 0.0017 6.6
1→ 2 7.5× 10−13 0.0068 25
2→ 1 8.4× 10−13 0.0046 18
2→ 3 8.9× 10−13 0.0051 18
3→ 2 6.8× 10−13 0.0067 26
3→ 4 1.0× 10−12 0.0041 15

Table 13.1: Saturation intensities for rovibrational transitions |v = 0, J〉 → |v′ = 1, J′〉, along
with the powers Pc and Psb needed for Rabi frequencies of 1 kHz on the carrier and the blue
sideband, respectively, assuming typical sideband cooling axial frequency (567 kHz on the out-
of-phase mode).

and thus will be blue-detuned by 12 kHz from the ∆mF = −1 transition. This causes a shift of the
∆mF = 1 transition by Ω′2

4δ towards the ∆m = −1 transition, where δ = 2π × 12 kHz. Likewise,

as we scan over the ∆m = −1 transition using the same power, we will see a shift of Ω2

4δ towards

the ∆mF = 1 transition. Thus, the peaks shift together by a total of
(

1 +
(

C′
C

)2
)

Ω2

4δ . For a sense

of how large this shift is, for a 1 kHz Rabi frequency and taking all Clebsch-Gordan coefficients
to be order 1, the shift for each peak is only 21 Hz. This shift could be further reduced by using a
lower Rabi frequency.

On top of shifts from nearby sidebands, the sideband will also be shifted by all transitions’
carriers. Due to the small Lamb Dicke parameter, this is a much bigger effect. For the carrier

transition of the sideband transition being driven, the shift is given by Ω2
sb

2η2ωz
towards the carrier,

as both the upper and lower levels will shift. For the other nearby transitions, only the lower level

contributes to the shift of the sideband, thus the contribution is given by
(

C′
C

)2 Ω2
sb

4η2ωz
.

For the three σ transitions from |J = 0, F = 1/2, mF = 1/2〉 at 6.5 G, the shift of the blue
sideband due only to the carriers is on the order of 7 kHz towards the carrier for a sideband
Rabi frequency of 1 kHz. This shift grows as the square of the sideband Rabi frequency, and is
not greatly dependent on ωz. The magnitude of the shift is of course also dependent on which
transition you are driving. If we try to drive a sideband pulse on the lowest frequency transition,
the blue sideband will be more strongly affected by the other carriers, as they will be closer in
frequency to the sideband. In these cases, it may be worth using the red sideband instead for
QLS. This could be implemented either for carrier spectroscopy, where driving a red sideband
from the excited state causes an increase in motional quantum number, or by first preparing the
ions in n = 1.

13.3 Narrowing the quantum cascade laser

Currently, our QCL4 has a linewidth on the (rough) order of 5 MHz, which isn’t even on the
same order of magnitude as ωz, let alone the kHz-level we need for narrow spectroscopy. For
broadband spectroscopy, which I describe in the next section, this is no problem, but in order to
implement narrow spectroscopy, we will have to implement a linewidth narrowing scheme.

4Daylight Solutions CW-MHF
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One might consider building a cavity for the 6 µm light, similar to narrowing the 729 nm laser.
This is unfortunately extremely difficult, due to the lack of available optical elements at 6 µm.
Thus, we must use other techniques. There have been a few groups that have successfully nar-
rowed the linewidth of quantum cascade lasers to a point that we could use [188,189], some even
to sub-Hertz linewidths [190]. One group which has narrowed a 5.4 µm QCL down to 60 Hz is the
group of Stephan Schiller in Düsseldorf [189]. I had the opportunity to briefly visit their group
and learn more about their setup.

In Düsseldorf, sum frequency generation (SFG) between mid-IR (5.4 µm) QCL light and 1.5 µm
light from a fiber laser is performed in an orientation-patterned GaAs crystal, producing a near
infrared wavelength (1.2 µm), a much easier wavelength to stabilize. The upconverted light is
sent into a stable cavity, the signal from which is used to lock the QCL. This is not enough to
stabilize the QCL, since the QCL is then only as stable as the fiber laser. The fiber laser is in turn
locked to an optical frequency comb. Due to other very high precision lasers and cavities for
locking their frequency comb, this lock is extremely stable, and they are able to achieve a 60 Hz
linewidth of their QCL.

In Aarhus, we could amplify the output of the acetylene-stabilized fiber laser at 1.54 for upcon-
version with the 6 µm QCL light. The 1.5 µm fiber laser light combined with 6 µm light from the
QCL produces light at approximately 1.2 µm. The upconverted light could then ideally be locked
to the comb. Due to the linewidth of the acetylene-stabilized fiber laser (which also locks the
comb), our narrowed linewidth would be limited to about 1 kHz. To narrow further, we would
need to narrow the fiber laser output using a cavity, which should in turn also narrow the comb.

Locking to the comb may, however, be a challenge, as in Düsseldorf I learned that they strug-
gled to achieve the bandwidth needed for the lock, and thus opted to use a cavity instead. Ar-
gence, et al. were able to narrow a QCL down to sub-Hz by locking to a comb. They, however,
implemented this by using two combs generated by the same source, shifted in wavelength, one
of which was used to perform the SFG. We must determine whether we can achieve the band-
width necessary to narrow our laser. If we cannot achieve a high enough bandwidth, we will
need to build a cavity for the 1.2 µm light.

13.4 Conclusion

The rovibrational level structure of 24MgH+ has hyperfine splitting and Zeeman structure which
causes transitions to be closely spaced, on the 10’s of kHz level. We expect to be able to resolve
this structure if we have a laser with linewidth on the order of 1 kHz. These splittings also put
limitations on the pulse power and times, limiting Rabi frequencies on close-spaced transitions
to the 1 kHz-level as well. This will require narrowing the quantum cascade laser, which has
a linewidth on the 5 MHz level. This procedure will entail sum frequency generation with a
stabilized telecom-wavelength laser, with the upconverted light used for stabilization of the QCL.

The rovibrational transitions in 24MgH+ are only known to about 1.5 GHz precision [105].
Trying to search for the transition with a 1 kHz narrow laser is extremely difficult. Thus, this begs
for another technique to hunt down the transition.





Chapter 14

Broadband spectroscopy

The ultimate spectroscopic resolution for rovibrational spectroscopy of 24MgH+ will come by
using a laser with a linewidth on the order of the molecular transitions, which are on the Hz-level.
These transition frequencies, on the other hand, are only known to around 1.5 GHz precision
[105]. Trying to find a Hz-linewidth transition in a GHz-wide space is like trying to find a needle
in a haystack. We therefore need a technique to be able to pinpoint the location of these transitions
with increasingly better resolution.

The laser that we will use to perform vibrational spectroscopy is a 6 µm quantum cascade laser
(QCL). Our solution is to broaden the laser linewidth by modulating the current of QCL. We will
interact with any motional sidebands within the linewidth of the laser, causing the ion to heat.
We can thus measure this heating as an increase in scattering on the red sideband of the 40Ca+ ion
in a quantum logic spectroscopy QLS scheme. We can progressively decrease the modulation to
pinpoint the locations of the transitions before moving to a narrow regime.

The proposed experiment is as follows, and is depicted in Figure 14.1:

1. Sympathetically cool a 40Ca+-24MgH+ crystal down to the ground state of motion.

2. Adiabatically cool the 40Ca+-24MgH+ crystal.

3. Illuminate the crystal with broadband radiation for time texp.

4. Adiabatically increase the potential.

5. Detect the motional state on 40Ca+.

This chapter describes the calculations I have done to predict the experimental illumination time,
texp, needed in such an experiment, as well as model the impact of adiabatic cooling on texp. I
further apply the heating rate model from Chapter 11 to understand the experimental limitations
for detection.

14.1 Model

When an atomic or molecular system is driven by broadband radiation, the evolution of the state
populations in time can be modeled by Einstein A and B rate equations, as presented in subsec-
tion 3.1.2. These rate equations are a good approximation under the condition that the fastest rate
in the system is much smaller than the linewidth ΓL of the driving field [191]. This is a classical
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Figure 14.1: Experimental sequence for broadband spectroscopy of 24MgH+.
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Figure 14.2: In the model system, I excite the |v = 0, J = 1〉 → |v = 1, J = 0〉 transition, which
is closed. This can be separated into a two-level system with N− motional states. Because the
radiation is broadband, it interacts with multiple sideband transitions.

model, and a more complete model would need to take into account the full Hamiltonian. How-
ever this model should give us a sense of the expected timescales. In this section I will describe
how I set up rate equations to predict the experimental time needed for scattering.

To demonstrate how broadband radiation can be used to find transitions in molecular ions, I
have simulated the experiment for exciting the closed transition |v = 0, J = 1〉 → |v = 1, J = 0〉.
This transition has a frequency of 48.62 THz, corresponding to a wavelength of 6.16 µm [105]. The
Einstein A parameter is given by the linewidth of the transition A = Γ1,0

0,1 = 15.7 s−1 [106]. I chose
this transition as a starting point such that decay into non-interacting states could be neglected.

Decay is not the only way the rotational states can mix. Blackbody radiation couples |v =
0, J = 1〉 to |v = 0, J = 0〉 and |v = 0, J = 2〉, and couples |v = 1, J = 0〉 to |v = 1, J = 1〉. The
blackbody spectral energy density is given by Planck’s radiation law

ρ(ω) =
h̄ω3

π2c3
1

eh̄ω/(kBT) − 1
(14.1)

where T is the temperature of the environment. The rates at which population is driven between
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these levels can be calculated using Equation 3.20 combined with Equation 14.1 and are given by

Rge =
ge

gg

1

eh̄ωge/(kBT) − 1
Aeg (14.2)

where the degeneracy is given by g = 2(J + 1).
At T = 300 K, these rates are nearly two orders of magnitude smaller than Γ1,0

0,1. Because

the dynamics we wish to model occur on a timescale faster than Γ1,0
0,1, we can neglect blackbody

coupling and approximate the internal states as a two level system where |g〉 ≡ |v = 0, J = 1〉
and |e〉 ≡ |v = 1, J = 0〉, as shown in Figure 14.2. Of course, these rotational states also have a
hyperfine and Zeeman splitting, but because it is smaller than even ω±, we can approximate it as
a single state1.

The axial motion of the two-ion crystal of course adds another level of complexity. As a result,
the system splits into 2N+N− states, where N is the number of motional states considered for each
mode. The states can then be written as |i〉a|i〉m|n〉+|n〉−, where again i stands for the internal
state of the atomic (a) or molecular (m) ion. As described in subsection 6.4.1, it is advantageous
to use the out-of-phase mode of motion for QLS, so for simplicity’s sake, I will explain the model
for this mode only.

Now that we’ve set up our state space, we can set up our rate equations. The rate equations
take into account absorption, stimulated emission, and spontaneous decay on the carrier and
sidebands up to second order. The starting condition for QLS is that the ions start in the ground
state of motion, so the system starts in |g〉m|0〉−. When the broadband light interacts with the
molecule, light scatters on the carrier and on the sidebands. The upwards rate for the carrier is
characterized by

R↑,∆n=0 = BgeρL(ωge) (14.3)

where Bge is given by Equation 3.20 and ρL(ωge) is the energy spectral density of the laser at the
ion. The first sideband transitions are approximately scaled by η2

−(n + 1) (blue) and η2
−n (red),

resulting in

R↑,∆n=1 = η2
−(n + 1)BgeρL(ωge + ω−)

R↑,∆n=−1 = η2
−(n)BgeρL(ωge −ω−)

(14.4)

Coupling on the second sidebands is approximately given by

R↑,∆n=2 = η4
−(n + 1)(n + 2)BgeρL(ωge + 2ω−)

R↑,∆n=−2 = η4
−(n)(n− 1)BgeρL(ωge − 2ω−)

(14.5)

The simulations use the full expression for scaling, given by (see Equation 3.27)

s(η) =

(
e−

η2
2 η|s|

√
n<!
n>!

L|s|n<(η
2)

)2

(14.6)

The downward rates are obtained by relating the upwards and downwards B parameters,
as shown in Equation 3.20. The decay terms are modeled on the carrier just as the decay rate,

1We do need to consider polarization. In this case, we assume we choose a polarization that drives all transitions.
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A↓,0 = Γ1,0
0,1. On the sidebands, the decays are modified similarly to the sidebands [192], with

A↑,∆n=1 = αη2
−(n + 1)A↓,0

A↑,∆n=−1 = αη2
−(n)A↓,0

A↑,∆n=2 = α̃η4
−(n + 1)(n + 2)A↓,0

A↑,∆n=−2 = α̃η4
−(n)(n− 1)A↓,0

(14.7)

The factor α is the same factor as used in the description for Doppler cooling (section 4.1), and de-
scribes the probability that a decay contributes a kick along the axis. Here it is taken as isotropic,
or α = 1/3. α̃ = 1/5 describes the likelihood that a decay contributes a change of ∆n = 2.

The rate equations are built then as

d
dt
|g, n〉 =− (R↑,0 + R↑,1 + R↑,2)|g, n〉+ (R↓,0 + A↓,0)|e, n〉

+ (R↓,1 + A↓,1)|e, n + 1〉+ (R↓,−1 + A↓,−1)|e, n− 1〉
+ (R↓,2 + A↓,2)|e, n + 2〉+ (R↓,−2 + A↓,−2)|e, n− 2〉

(14.8)

where d
dt |e, n〉 is built in a similar manner.

The laser energy spectral density has been modeled as a Gaussian2

ρL(ω) =
I
c

1
σ
√

2π
e
−(ω−ωL)

2

(2σ2) (14.9)

where ωL is the laser center frequency, I is the intensity, and

σ = ΓL

√
8 log(2) (14.10)

where ΓL refers to the FWHM of the laser.

14.2 Results

I calculated the rate equations for variable ω− with laser parameters of 10 mW of laser power,
a 500 µm waist, and ΓL = 10 MHz. All of these numbers are reasonable to obtain in the lab.
The intensity with these parameters is I = 2.5 W cm−2, compared to the saturation intensity
Isat = 1.39× 10−12 W cm−2.

As an example, the calculated time evolution of the motional states for ω− = 424 kHz is
shown in Figure 14.3. This figure plots the evolution of the motional states independent of the
internal state of the molecule, as in a real experiment we do not detect whether we are in the |g〉
and |e〉 states3. The curve in red shows the population not in the ground state, Pn 6=0 = 1− P0,
increasing in time. All levels reach a steady-state occupation of 0.2 because the model was limited
to N− = 5.

To understand how adiabatic cooling changes the experimental time, we must define a time
when we have "enough" population in Pn 6=0. I define an texp at 90% of the texp = 0.90Pn 6=0,ss.

2The exact choice of lineshape function here does not make a large difference in the calculations, as the intensity does
not change to first order over the width of the sidebands. The exact lineshape in the experiment will depend on the way
the current is modulated.

3This would require resolving the sidebands.
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Figure 14.3: The evolution of the motional states of a ground-state cooled 40Ca+-24MgH+ crystal
when driving vibrational transitions in 24MgH+ using a broad laser. The dashed lines indicate
the location of texp and the corresponding population.

For this axial frequency, texp = 8.3 ms. This time is on the order of the time it takes to do read-
out of 40Ca+. This means that it is a non-negligible additional time in our experimental sequence,
so ideally we would like to lower it. We do that by varying ω−.

Figure 14.4 (a) shows the calculated texp for the axial frequency range 20 kHz ≤ ω−/(2π) ≤
600 kHz. The red dot indicates which point comes from Figure 14.3. We immediately see that
decreasing ω− reduces texp. It is also evident from the linear characteristic of the result that
transitions on the first sidebands dominate. In fact, the same result is obtained when the system
is modeled without second sideband coupling or spontaneous decay. This is expected, as the
Lamb Dicke parameter at ω− = 20 kHz is only η− = 0.086 (see Figure 6.9).

The next step is to consider how much heating occurs on the ion due to electric field noise
from the DC supply, as this will create noise in our signal. Combining Equation 4.32, relating the
heating rate of the out-of-phase mode to that of a single ion, with the model in Chapter 11, we can
predict the heating rate of the out-of-phase mode of the 40Ca+-24MgH+ crystal. To get a measure
of the number of quanta gained from from heating during an experiment, we can multiply the
rate and the time to get

nheat = ˙̄ntexp (14.11)

Figure 14.4 (b) shows how the predicted nheat changes as a function of ω− for both the ampli-
fied (etherDAC 2.1) and unamplified DC supplies. We see that as texp decreases, nheat increases
due to higher heating rates at low ω−. We can work with an increase in heating so long as the
increase only contributes a small signal compared to the signal from the spectroscopy. At texp,
n̄ = 0.58, so as long as we are much smaller than that, detection should be possible. For the ether-
DAC 2.1, this means we can ramp down to between 100 and 200 kHz and still resolve a signal.
For the unamplified DACs, we do not hit this limit within the range of measured heating rates.
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Figure 14.4: (a): Plot of texp as a function of ω− for the experimental parameters provided in the
text. corresponds to the case presented in Figure 14.3. (b): The number of quanta gained as
a result of unwanted heating during the experimental time texp, as calculated from the heating
rate model for etherDAC 2.1 and results for the unamplified DACs, as presented in
Chapter 11.

14.2.1 Signal strength

In the experiment, the signal is given by the measured height of the resolved red sideband tran-
sition in 40Ca+. Because we do not have a pure state, we cannot have a perfect π-pulse on 40Ca+.
The question is how high is the measured signal, and how does it evolve in time.

Figure 14.5 (a) shows the time evolution of the height of the red sideband for as a function
of tMgH , the illumination time of 24MgH+, at axial frequency ω− = 424 kHz. The colors show
the detection pulse time on the 40Ca+ ion, tCa/tπ where tπ is the π-pulse time for the 40Ca+ blue
sideband transition |g〉a|0〉− → |e〉a|1〉−. The black line shows texp. One can see that the pulse
time can be chosen to exploit different features. The highest red sidebands can be reached with
pulse times around tCa = 0.3tπ , but require long excitation times on 24MgH+ of 20 ms4. The gain
from exciting 24MgH+ longer than about 5 ms is minimal compared to the initial increase5. On
the other hand, one can choose a pulse time that maximizes the height of the sideband for very
short excitation times. For this case, tCa = tπ is the preferred pulse time. The disadvantage of
this choice is that the maximal possible sideband height is low, at just over 40 %.

At texp, the pulse time that maximizes the sideband height is approximately tCa = 0.5tπ . At
this point, the sideband height is just leveling off with a height of 53 %. To determine if the
heating from the DC supply is low enough, the signal is compared to the noise by subtracting the
sideband height from heating from the sideband height from excitation.

The expected heating at ω−/(2π) = 424 kHz is very small at texp, and corresponds only to
0.3 % excitation on the red sideband for a pulse time tCa = 0.5tπ . For comparison, Figure 14.6 (a)
shows the red sideband height for a pulse time tCa = 0.5tπ compared to the background side-

4Because this is only modeled for 5 states, the population levels off.
5The ’gain’ time shifts to texp for when considering more states.
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Figure 14.5: (a): Out-of-phase 40Ca+ red sideband height as a function of time for ω−/(2π) =
424 kHz for variable tCa/tπ . shows texp. (b): shows the same signal as in (a) but
for tCa = 0.5tπ , shows it considering the in-phase 24MgH+ excitation’s modification to the
Rabi frequency (see Appendix C.3), and shows the effect of a heating rate on the in-phase
mode 10 times that of what occurs due to optical heating.
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Figure 14.6: Comparison of signal and noise for a pulse time tCa = 0.5tπ at (a): ω−/(2π) =

68 kHz and (b): ω−/(2π) = 195 kHz. 40Ca+ red sideband pulse height (left axis) due to
excitation on the out-of-phase mode of 24MgH+, heating from etherDAC 2.1, and
heating from the unamplified DC supply. shows the difference between (a): and

, or (b): and , and is referenced to the right axis.
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band height from heating due to the DC supply for both the etherDAC 2.1 and the unamplified
supply at ω−/(2π) = 68 kHz. We see that while the heating from etherDAC 2.1 would make
spectroscopy impossible, the heating from the unamplified supply is low compared to the signal
height. At texp, the signal-noise difference is approximately the same height as the signal. The
noise influences the measurement almost not at all, thus the unamplified DAC supply is well
suited for this measurement.

Figure 14.6 (b) shows the signal minus the noise at ω−/(2π) = 195 kHz for comparison. The
heating from the unamplified DACs is so small in this case that it is not plotted. We see that
even though the heating from the etherDAC 2.1 contributes a non-negligible sideband height
due to heating, the height of the signal-noise difference at texp is still high at about 0.45. Thus it is
possible to use etherDAC 2.1 for moderate ramp depth.

Lastly, we must consider that we have a two-ion crystal, and that the sideband height depends
on the temperature of both modes. I modeled the excitation rate on the in-phase mode as well, and
used it to calculate the modified out-of-phase red sideband height of 40Ca+, shown in Figure 14.5
(b). This only takes into account excitation on 24MgH+ from the light field, and not heating from
the DC supply. However, to get a sense of how extra heating impacts the out-of-phase sideband
height, I also modeled the height for a heating rate 10 times of that of the optical heating to get a
sense of how the signal is impacted. The resulting signal is shown in green.

We see that the heating from the light field only slightly changes the height of the sideband.
Heating on the in-phase mode is stronger than on the out-of-phase mode and while this heating
will not create false signal, it will decrease the signal height (see Appendix C.3). Though this rate
will still be much lower than the one displayed in green, it is optimal to stay cold on both modes.

14.3 Discussion

Looking at Figure 14.4, we see that there is a linear increase of texp with increasing ω−. Thus, we
can reduce the experimental time by adiabatically cooling. But how much?

For typical sideband cooling of a two-ion crystal, Vend = 18.6 V. This corresponds to ω−/(2π)

= 568 kHz for the 24MgH+-40Ca+ crystal. texp for this frequency is 11 ms. The lowest frequency
with a measured heating rate for the unamplified DAC is ω−/(2π) = 68 kHz. texp for this fre-
quency is about 1.4 ms. This is nearly an order of magnitude improvement in probe time. Given
how low the expected heating will be at this low frequency, it looks promising that we could
decrease ω− even further.

While we can use the etherDAC 2.1 as well, we cannot cool as far. The most promising system
is an unamplified DAC supply, with an extended voltage range to enable sideband cooling at
higher ωz, allowing for more efficient cooling. It should be emphasized that to implement this
change would be relatively simple, as it requires changing out only one voltage reference to have
a −10 V to 10 V supply, a large enough range to achieve 18.6 V.

We can implement the experiment even if we have a coherent excitation from the ramp, so
long as the timing is chosen such that the kick on the way up counteracts the kick on the way
down. Thus, if the ion is not excited, the ion will return to the initial state, whereas if excitation
occurs, the ion will not return to the initial state. The ability to reform the initial state after a
coherent excitation has been demonstrated even on a 42 ion Doppler-cooled chain on the ms
timescale [187], thus we expect that this should be possible in our system as well.

Notably, the experimental time is much faster than the decay rate. The spectroscopy tech-
nique actually benefits from driving the transition above saturation, as the stimulated emission
contributes to optical heating of the ion. Because we do not rely on spontaneous decay, and, in
fact, are orders of magnitude faster, this technique can be applied to a transition which is not
closed.
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Because the excitation is broadband, we can probe 24MgH+ during the entirety of the ramp.
Thus, by illuminating the molecular ion at the start of the ramp, the ramp time is not entirely
’lost’ time in the experimental sequence. It is almost possible to not consider the ramp time at
all in the sequence, as it is faster than texp. This would not be the case with the previous supply,
where ramps took 6 ms, as the time to ramp would be longer than texp.

14.4 Experimental outlook

From an experimental point of view, there are a few challenges we need to take into account. In
a perfect world, we would have a perfect two-level atom, with no possibility of coupling into
other states. While I have discussed why for a first model we can approximate this molecule as a
two-level system, that does not mean that we can neglect this experimentally.

The first consideration is that while a trapped 24MgH+ ion is in the electronic and vibrational
ground states, it is distributed in the rotational levels, as discussed in section 6.2. To carry out this
experiment, we can either prepare the state via rotational cooling or another state preparation
method, or carry out the measurement on the room temperature distribution. Because the starting
populations of |v = 0, J = 0〉 and |v = 0, J = 1〉 are less than 10 %, rotational cooling would make
a signal much easier to measure.

Rotational cooling takes, however, a good 60 seconds to complete, and does not even allow
us 100% preparation (experimentally, only about 35 % in |J = 0〉 and 15 % in |(J = 1)〉6 [40]). It
requires using the same laser as the one used for the spectroscopy, so on top of these 60 seconds
is the tuning time of the laser between transitions. If we do rotational cooling, it is advantageous
to do it as infrequently as possible. Ideally, of course, we use a projection scheme and prepare
in |v = 0, J = 1〉, but even this takes time to ’find’ the ion. This is where the blackbody rates
come in7, as they tell us how long it takes to re-thermalize. The blackbody rates between the
lowest lying rotational states are on the order of 0.1 s−1. We need to do as many repetitions of a
measurement in succession as possible before re-thermalization occurs to build up statistics. This
incentivizes being able to carry out this measurement as fast as possible.

Since the rovibrational state does not get prepared before every measurement, there will be
a correlation between measurements. If the molecular ion is prepared in the correct rotational
state, if you measure a signal on the first measurement, you will be more likely to measure it a
second time. On the other hand, you are not prepared in the correct state, you will never measure
a signal no matter how much you try.

These correlations can be used to help distinguish a signal from noise. Dark counts as a result
of a transition in 24MgH+ will occur correlated in time, whereas dark counts as a result of heating
we be evenly distributed over time. We run into complications, however, when we consider that
we also get dark counts as a result of collisions and decrystalization, which result in correlated
dark counts which we would normally retake.

We can eliminate this problem by inverting our detection scheme, as shown schematically
in Figure 14.7. After attempting to drive a transition in 24MgH+, the 40Ca+ ion will be in the
state |g, n〉 with |g〉 being the 2S1/2 state. In the scheme presented in subsection 6.4.1, we would
then try to drive a red sideband transition and see if it is dark, where a dark count would be
a positive indicator of transitions in 24MgH+. We flip this scheme by preparing 40Ca+ in |e, n〉
(the 2D5/2 state) before detecting the motional state. We can prepare this state with nearly 100%
efficiency using rapid adiabatic passage8 [193–195]. We then use a blue sideband pulse to transfer

6One could instead pump from |v = 0, J = 3〉 to prepare more population in |J = 1〉
7For transitions that are not closed, we also need to take into account the spontaneous decay.
8Rapid adiabatic passage (RAP) is a technique where the detuning is swept over the transition and nearly 100 %

population transfer from |g〉 → |e〉 occurs. We have already implemented it on the 729 nm transition in 40Ca+.
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RAP

Figure 14.7: Proposed modification to the detection scheme. After probing 24MgH+, rapid adia-
batic passage (RAP) can be used to prepare 40Ca+ in the excited state. A blue sideband pulse can
then be used for detection. If the motional state is n = 0, it cannot couple and the ion will be dark.
If it couples, the ion is light.

|e, n〉 → |g, n − 1〉. This only couples if the ion is not in the ground state of motion. Thus, a
positive detection event corresponds to the ion being in the 2S1/2 state, which fluoresces during
readout. A dark count due to decrystalization or collisions will thus only cause missed signal,
rather than false signal, allowing us to rely on the correlation between events. These counts can
still be controlled for by checking after some number of points that the ions are still there, however
they are less detrimental to the signal.

To correlate the signal, it is important that we get as many measurements as possible before
the ion re-thermalizes. With a blackbody rate of 0.1 s−1, we have one second in which we keep
the population with a 90 % chance. How many measurements can we carry out in one second?

Currently Doppler cooling takes 2 ms, sideband cooling9 takes 40 ms, a 40Ca+ sideband pulse
is on the order of 100 µs, and readout takes 10 ms. If we stay at high axial frequency, texp = 10 ms
is about 17 % of the total experiment time. With this pulse time, we could have a maximum of
about 16 measurements10 within the second. If we include the ramp, then we only need about
1.4 ms pulse time, corresponding to 19 measurements in the second.

This does not seem like a large increase. However, with improvements in sideband cooling
time, texp becomes a larger and larger percentage of the total experimental time. We must also
consider if it makes sense to carry out these measurements with a photomultiplier tube instead
of a CCD camera. We are also not limited to the 1 s time, this is just a chunk of time in which
the population stays relatively constant. We can also measure continuously without state prepa-
ration. To build up correlation statistics, the measurement rate must be as fast as possible, and
every ms counts.

In considering transitions other than |v = 0, J = 1〉 → |v = 1, J = 0〉, we have to consider
the branching ratio of the spontaneous decay. For example, if we want to do spectroscopy on
|v = 0, J = 0〉 → |v = 1, J = 1〉, then the ion will decay to the state |v = 0, J = 2〉 60%
of the time. For these measurements, it would be helpful to use the femtosecond comb-driven
Raman transitions between rotational states to shift population back to |v = 0, J = 0〉. In this
case, it would not have to be a full state preparation scheme, merely a few pulses driving from
|v = 0, J = 2〉 → |v = 0, J = 0〉.

14.5 Conclusion

By exciting rovibrational transitions using broadband radiation, we will be able to perform spec-
troscopy that improves the precision of the transition frequencies by at least two orders of mag-
nitude. The detection benefits from exciting the 24MgH+ transition above saturation, and the

9Of two modes.
10If they are run exactly back to back. We can run the experiment without line triggering if we power broaden a bit on

the 729 nm pulse, and ensure that the 50 Hz line is well compensated prior to measuring.
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technique does not rely on spontaneous decay. As such, the pulse time is at least an order of
magnitude faster than what would be required for one spontaneous decay.

The simulations indicate that by employing adiabatic cooling, we will be able to reduce the
probe time of 24MgH+ by an order of magnitude, from 10 ms to 1 ms. Using our unamplified
DC supply, we can carry out this measurement with negligible heating of the ion from electronic
noise, and full range can be achieved by replacing only one voltage reference. Having full voltage
range enables us to take advantage of more efficient sideband cooling at higher ωz.

Ultimately, to build up measurement correlation statistics, it is advantageous to have each
section of the experimental sequence as short as possible. By building up correlation statistics, it
should be possible to perform these measurements without state preparation.





Chapter 15

Conclusion and Outlook

This thesis presents the implementation of adiabatic cooling of trapped ions for the purpose of
rovibrational spectroscopy of molecular ions. Adiabatic cooling is implemented by ramping the
axial trap potential, which is determined by DC voltages. Previously, the ramping time was lim-
ited to a total time of 6 ms due to electronic filtering. This led to the construction of a new DC
supply, the etherDAC, that I built, tested, and programmed. With this supply, ramps of arbitrary
shape can be remotely programmed into the supply, with limitations on the shape coming from
the update rate of 4.68 µs and the electronic filtering. The electronic filtering leads to a step func-
tion rise-time of 37 µs, a factor nearly 30 faster than the previous supply. The output noise of the
amplified supply was reduced from about 1 µVrms/

√
Hz to about 0.5 µVrms/

√
Hz for a typical

axial frequency range by subsequent redesign of the supply.
Reduction of this noise is crucial for non-destructive detection of rovibrational transitions in

molecular ions, as electronic noise causes unwanted heating of the ions. Thus, I measured the
heating rates of a single 40Ca+ ion for axial frequencies ranging from 509 kHz to 68 kHz for four
versions of the DC supply. For the third version, the etherDAC 2.1, the output noise of the supply
as measured by a spectrum analyzer was directly correlated to the measured heating rates. The
noise spectral density was further used to predict the heating rates of the in-phase modes of
40Ca+-40Ca+ and 40Ca+-42Ca+, which showed good agreement with the data. The heating rates of
the out-of-phase modes of the crystals were on the 1 s−1 level, and seemed to be due to a different
heating process.

The largest decrease in heating rates came as the result of switching from using a supply with
an amplified output to using one without. The heating rates from the unamplified supply were
more than an order of magnitude reduced from those of etherDAC 2.1, producing rates ranging
from 2.93(14) s−1 at ωz/(2π) = 198 kHz to 50(3) s−1 at ωz/(2π) = 68 kHz. Back calculating the
predicted output noise from the heating rate measurements shows that the output noise of this
supply is less than 0.07 µVrms/

√
Hz.

Adiabatic cooling experiments were carried out for two iterations of the DC supply: the ether-
DAC 2.1 and the unamplified supply. These experiments employed ramps with total ramp times
of 290 µs, 20-times faster than with the old supply. I showed that temperatures achieved with
a single 40Ca+ ion in experiments using the etherDAC 2.1 were limited by heating due to the
supply, as the gain in motional quantum number could be predicted from the heating rate mea-
surements. Because the out-of-phase mode of a 40Ca+-42Ca+ chain has a very low heating rate,
adiabatic cooling of the out-of-phase mode was possible. For this experiment, I demonstrated a
ramp from 486 kHz to 41 kHz, a factor of 12 reduction in axial frequency, with minimal excess
heating on the out-of-phase mode. The maximal temperature of the out-of-phase mode of the ion
at the bottom of the ramp was calculated to be 0.83(10)µK, corresponding to a factor of about 7
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decrease in temperature from the top of the ramp to the bottom.
For the unamplified supply, I demonstrated frequency ramping of a single 40Ca+ ion. While

the measured increase in motional quantum number was low, I showed that a coherent kick was
causing the ion to be excited at the bottom of the ramp while an opposite coherent kick was
returning the ion to its initial state before measurement. This interesting result should not be a
problem for rovibrational spectroscopy of 24MgH+ so long as the kicks can be repeatably timed.

Ultimately, rovibrational spectroscopy of 24MgH+ will be performed using a laser that has
been narrowed to resolve the hyperfine structure and Zeeman structure of 24MgH+, which re-
quires a linewidth of about 1 kHz. However, using this narrow of a laser to search for transitions
known only to the GHz would be impractical, thus I have presented calculations for quantum
logic spectroscopy of 24MgH+ using broadband laser radiation, which indicate that using adia-
batic cooling can decrease the illumination time of the molecular ion by a factor of 10 for typical
experimental parameters. This corresponds to an illumination time of about 1 ms. Taking into
account the measured heating rates, I find that, for the fastest illumination times (lowest ωz), it
is necessary to use a low-noise supply such as the unamplified supply to have a large enough
difference between the 40Ca+ red sideband height due to optical excitation and the background
red sideband height. It should be possible to carry out this experiment with a thermal rotational
distribution by employing fast loops of the experimental sequence, and tracking correlations be-
tween measurements.

15.1 Near future outlook

In order to implement broadband spectroscopy on 24MgH+, the following tasks must be under-
taken

• Increase the range of the unamplified DC supply. This is not strictly necessary, but should
allow for much more efficient sideband cooling, and is relatively simple, only requiring
changing one voltage reference

• Check reproducibility of coherent kick due to ramp for experimental timescales. If it is not
reproducible, we must eliminate it.

• Optimize sideband cooling with 24MgH+.

• Switch from a camera for readout to a PMT to increase the speed of detection.

• Setup the quantum cascade laser beamline.

Another notable experiment which we are working towards is femtosecond-driven Raman
transitions between rotational levels. The details of how one can drive transitions in ions and
molecular ions using a frequency comb are presented in [114, 115]. For 24MgH+, these levels are
spaced by approximately THz, and the Raman transitions will be driven via the off-resonant cou-
pling of the field to the first excited electronic state. We have used this technique to measure
the splitting between the Ca+ D-fine structure states. The use of this technique will greatly aid
in the rovibrational spectroscopy sequences, as it will allow us to prepare population in a spe-
cific rotational state. However, these transitions similarly suffer from the fact that the transition
frequencies are known only to the GHz level. We can begin by using broadband rovibrational
spectroscopy to measure the transition frequency of two rovibrational transitions with a shared
upper level. Taking the difference between these two transitions will yield a better estimate of the
splitting between these two rotational levels.
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Figure 15.1: The zero-point energy of the ion is mass-dependent, so when an ion reacts to form a
heavier mass ion, the zero-point energy decreases.

15.2 Other applications of adiabatic cooling

Aside from rovibrational spectroscopy, there are other experiments that we have been considering
undertaking using adiabatic cooling. As discussed in the thesis, the opening of the trap potential
causes both the spacing between motional levels and the zero-point energy to decrease, as is
evident from the energy of a harmonic oscillator

Eho = h̄ωz

(
n +

1
2

)
(15.1)

which also amounts to a decrease in the kinetic energy.
These reductions have a number of applications to cold chemistry and collision studies. The

collision energy is an important parameter in the dynamics of a chemical reaction, and at ultralow
collision energies, it becomes possible to observe quantum effects. These include s-wave reactive
scattering, tunneling, and reactive resonances [29]. Combining cold ions with cold atoms in hy-
brid traps, it is possible to tune collision energies to the 10 mK regime [196], and in a few cases,
the 10 µK regime [197]. Using hybrid trap techniques combining with adiabatic cooling gives
the prospect of tuning collision energies to another order of magnitude or more lower. Even in
a ’perfectly’ ground-state-cooled ion, adiabatic cooling reduces the collision energy by reducing
the zero-point energy. Of course, for chemical reactions the collision energy depends on the ion
motion in all three directions; thus, it would be necessary to implement adiabatic cooling also
for the RF trapping field. All of these techniques, combined with internal state preparation of
a molecular ion, could lead to a wealth of reaction studies at a large range of collision energies
for state-prepared reactions. The new cryogenic trap setup being constructed in Aarhus will
have magneto-optical trap capabilities, and thus will have the capability of studying this realm
of physical chemistry.

Another application to cold chemistry is in the tuning of the thermodynamics of chemical
reactions. When an ion and a neutral react, a heavier-mass product is formed and the zero-point
energy of the well shifts lower, as ωz ∝ 1√

m . This shift, ∆Ewell is illustrated in Figure 15.1. Now
imagine that you have a typically endothermic reaction between a generic ion and neutral. If
∆Ewell is larger than the gain in energy from the reaction, ∆Eendo, then the reaction in the trap
is actually exothermic in nature rather than endothermic. By employing adiabatic cooling, one
could tune a reaction between being exo- and endothermic.

Adiabatic cooling of a two-ion crystal is an interesting tool for collision studies. The closer
the spacing between motional energy levels, the more sensitive we are to small recoils as a result
of a collision, as the limit of what we can detect is h̄ωz. We propose using a two-ion crystal to
measure small recoils in a range of collision energies, by using the out-of-phase mode as a meter
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for the recoil energy, and the in-phase mode to adjust the collision energy. For example, by only
Doppler-cooling the in-phase mode, the collision energy at the axial frequency used for cooling
is on the order of a millikelvin. On the out-of-phase sideband-cooled mode, however, we are
sensitive to recoils on the order of T = h̄ω−

kB
= 20 µK, where ω− is the out-of-phase axial frequency.

By employing adiabatic cooling, we both lower the collision energy and increase the sensitivity,
which both change linearly with ω−. At a low axial frequencies, we can tune the collision energy
by waiting for the in-phase mode to heat, while the out-of-phase mode stays cold. The collision
energy could be further tuned by sideband-cooling the in-phase mode and the radial modes, to
allow studies at low collision energy. As a result, we have access to a range of recoil energies over
a large range of collision energies.

Another possible application is for vibrational sensing. If an ion trap were constructed to
oscillate at a specific frequency, a trapped ion could be used to detect very low amplitude vibra-
tions at that frequency, detected as heating of the ion. By using adiabatic-cooling, one can take
advantage of the ability to sideband-cool at high frequency but detect at much lower frequency.
Of course, heating from other sources would need to be reduced. One could use a combination
of heavier mass ions (as to be less sensitive to electric field noise) with clever electronic filtering
at the frequency of interest in order to reduce the heating from electric field noise and be able to
sense in perhaps the mid to high audio range.

Aside from the main application of my thesis, rovibrational spectroscopy, I have suggested
several exciting future applications. Adiabatic cooling is thus a method that enables the study
of new physics across a number of disciplines, and we should look forward to seeing what it
uncovers.
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Appendix A

The calcium ion

A.1 Ca isotopes

Isotope Abundance
40 96.941(156)%
42 0.647(23)%
43 0.135(10)%
44 2.086(110)%
46 0.004(3)%
48 0.187(21)%

Table A.1: Isotope abundances from [198].

A.2 Ca+ structure and transitions

Transition Wavelength [nm] Frequency [THz] Γ/2π

4 2S1/2 − 4 2P1/2 397 755.222 765 896(88) f 21.57(15)MHz a

4 2S1/2 − 4 2P3/2 393 761.905 012 599(82) e 21.49(6)MHz b

3 2D3/2 − 4 2P1/2 866 346.000 234 867(96) g 1.481(15)MHz a

3 2D3/2 − 4 2P3/2 850 352.682 481 57(15) h 0.152(1)MHz a

3 2D5/2 − 4 2P3/2 854 350.862 882 55(15) h 1.350(6)MHz b

4 2S1/2 − 3 2D5/2 729 411.042 129 776 393 2(10) c 136.3(10)mHz d

3 2D3/2 − 3 2D5/2 D-fine 1 819 599 021 504(37) i

4 2S1/2 − 3 2D3/2 732 409.222 530 754 889(37) h 135.3(13)mHz d

a Ref. [98]
b Ref. [103]
c Ref. [200]
d Ref. [144]
e Ref. [201]

f Ref. [123]
g Ref. [202]
h calculated from ref [123, 201, 202]
i Ref. [203]

Table A.2: Transition data for 40Ca+. Courtesy of Steffen Meyer.
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42S1/2

42P1/2
6.90(5) ns [98]

42P3/2
6.924(19) ns [199]

32D5/2
1168(9)ms [144]

32D3/2
1176(11)ms [144]729 nm

136.3(10)mHz [144]

732 nm
135.3(13)mHz [144]

397 nm
21.57(15)MHz [98]

393 nm
21.49(6)MHz [103]

866 nm
1.481(15)MHz [98]

854 nm
1.350(6)MHz [103]

850 nm
0.152(1)MHz [103]

Figure A.1: The level structure of 40Ca+. Courtesy of [68].

Transition [nm] 42 44 46 48

Ionization 272 +967(9) e +1879(14) e +2746(16) e +3528(16) e

4 2S1/2 − 4 2P1/2 397 +425.706(94) b +849.534(74) b +1287(3) d +1705.389(60) b

4 2S1/2 − 4 2P3/2 393 +425.932(71) a +850.231(65) a +1292(18) d +1707.945(67) a

4 2P1/2 − 4 2P3/2 P-fine +0.226(118) a +0.697(98) a +2.556(90) a

3 2D3/2 − 4 2P1/2 866 −2349.974(99) b −4498.883(80) b −8297.769(81) b

3 2D3/2 − 4 2P3/2 850 −2352.2(21) c −4498.7(30) c −8297.7(58) c

3 2D5/2 − 4 2P3/2 854 −2350.4(43) c −4495.2(43) c −8287.8(70) c

a Ref. [201]
b Ref. [202]

c Ref. [204]
d Ref. [205]

e Ref. [134]

Table A.3: Calcium isotope shifts in MHz, courtesy of Steffen Meyer.
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Clebsch-Gordan Coefficients

4S1/2,−1/2 4S1/2,+1/2
4P1/2,−1/2 −

√
1/3

√
2/3

4P1/2,+1/2 −
√

2/3
√

1/3
4P3/2,−3/2 1 -
4P3/2,−1/2

√
2/3

√
1/3

4P3/2,+1/2
√

1/3
√

2/3
4P3/2,+3/2 - 1

3D3/2,−3/2 3D3/2,−1/2 3D3/2,+1/2 3D3/2,+3/2
4P1/2,−1/2

√
1/2 −

√
1/3

√
1/6 -

4P1/2,+1/2 -
√

1/6 −
√

1/3
√

1/2
4P3/2,−3/2 −

√
3/5

√
2/5 - -

4P3/2,−1/2 −
√

2/5 −
√

1/15
√

8/15 -
4P3/2,+1/2 - −

√
8/15

√
1/15

√
2/5

4P3/2,+3/2 - - −
√

2/5
√

3/5

4P3/2,−3/2 4P3/2,−1/2 4P3/2,+1/2 4P3/2,+3/2
3D5/2,−5/2

√
2/3 - - -

3D5/2,−3/2 −
√

4/15
√

2/5 - -
3D5/2,−1/2

√
1/15 −

√
2/5

√
1/5 -

3D5/2,+1/2 -
√

1/5 −
√

2/5
√

1/15
3D5/2,+3/2 - -

√
2/5 −

√
4/15

3D5/2,+5/2 - - -
√

2/3

Table A.4: Clebsch-Gordan coefficients. Adapted from [138].

Landé g-factors for Zeeman splitting

State gJ
2S1/2 2
2P1/2 2/3
2P3/2 4/3
2D3/2 4/5
2D5/2 6/5

Table A.5: Landé g-factors gJ , given by gJ ' 3
2 + S(S+1)−L(L+1)

2J(J+1) , for the 40Ca+ ion. See
section 5.1 for information on calculating the Zeeman splitting.





Appendix B

The 24MgH+ ion

The R branch, transitions which have ∆J = 1, is denoted by Rv(J), where v and J refer to the
lower state. The P branch, transitions which have ∆J = −1, is denoted by Pv(J), where v and J
refer to the lower state.

Transition Wavenumber Vac. wavelength Frequency
[cm−1] [µm] [THz]

R0(0) 12.59 794.53 0.377
R0(1) 25.16 397.54 0.754
R0(2) 37.82 264.43 1.134
R0(3) 50.19 199.23 1.505
R0(4) 62.85 159.12 1.884
R0(5) 75.22 132.95 2.255
R0(6) 87.66 114.07 2.628
R0(7) 99.95 100.05 2.997
R0(8) 112.30 89.05 3.367
R0(9) 124.45 80.35 3.731

Table B.1: Transition data for the lowest-lying rotational transitions. Calculated from [105], table
reproduced (and corrected) from [108]. The error on wavenumber is 0.05 cm−1.

Transition Wavenumber Vac. wavelength Frequency
[cm−1] [nm] [THz]

P1(5) 1568.03 6377.45 47.008
P1(4) 1582.06 6320.89 47.429
P1(3) 1595.56 6267.41 47.834
P1(2) 1608.96 6215.19 48.235
P1(1) 1621.77 6166.11 48.619
R1(0) 1646.70 6072.74 49.367
R1(1) 1658.53 6029.44 49.721
R1(2) 1670.07 5987.79 50.067
R1(3) 1681.07 5948.61 50.397
R1(4) 1691.86 5910.67 50.721

Table B.2: Transition data for the lowest-lying rotational transitions. Calculated from [105]. Table
reproduced (and corrected) from [108]. The error on wavenumber is 0.05 cm−1.
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|v, J〉ini ∆v = 0 -1 -2 -3 -4
v J ∆J = −1 1 -1 1 -1 1 -1 1 -1 1

0

0
1 0.0023
2 0.022
3 0.081
4 0.199
5 0.396
6 0.691
7 1.104
8 1.652

1

0 15.753
1 0.0020 6.139 9.701
2 0.020 7.955 8.059
3 0.070 9.195 7.079
4 0.172 10.277 6.345
5 0.343 11.316 5.740
6 0.599 12.358 5.219
7 0.957 13.424 4.760
8 1.430 14.527 4.349

2

0 36.614 2.676
1 0.0017 14.061 22.721 0.802 1.872
2 0.017 18.093 19.025 0.907 1.762
3 0.060 20.773 16.851 0.911 1.750
4 0.147 23.065 15.231 0.883 1.769
5 0.293 25.237 13.899 0.839 1.800
6 0.511 27.392 12.750 0.787 1.838
7 0.816 29.579 11.735 0.731 1.878
8 1.220 31.826 10.825 0.672 1.918

3

0 61.632 5.918 0.633
1 0.0015 23.391 38.480 1.741 4.172 0.202 0.431
2 0.014 29.927 32.422 1.947 3.953 0.236 0.396
3 0.050 34.167 28.899 1.934 3.949 0.247 0.385
4 0.124 37.731 26.289 1.847 4.012 0.250 0.382
5 0.246 41.063 24.147 1.728 4.103 0.248 0.382
6 0.429 44.335 22.299 1.592 4.205 0.245 0.383
7 0.684 47.630 20.661 1.448 4.311 0.241 0.386
8 1.021 50.991 19.186 1.300 4.417 0.235 0.390

4

0 89.030 7.861 2.501 0.053
1 NC 33.466 55.856 2.245 5.609 0.795 1.704 0.017 0.036
2 NC 42.614 47.292 2.466 5.372 0.931 1.567 0.020 0.033
3 NC 48.423 42.360 2.399 5.417 0.972 1.523 0.021 0.032
4 NC 53.224 38.723 2.237 5.549 0.981 1.509 0.021 0.031
5 NC 57.656 35.742 2.035 5.715 0.975 1.510 0.021 0.031
6 NC 61.966 33.167 1.816 5.893 0.961 1.517 0.021 0.031
7 NC 66.268 30.879 1.589 6.073 0.942 1.529 0.021 0.031
8 NC 70.624 28.812 1.364 6.249 0.920 1.543 0.021 0.032

Table B.3: Einstein A coefficients for low-lying rovibrational transitions, in Hz−1. Calculations by
Frank Jensen [106]. Table reproduced from [108].



Appendix C

Rabi Frequencies

The following appendix explains how to calculate Rabi frequencies for dipole and quadrupole
transitions. These two sections follow primarily [70,206]. It also explains, in a two-ion crystal, the
influence of other modes on one mode’s Rabi frequency.

For the following sections, if the z-axis is defined along the B-field such that B = B0(0, 0, 1),
the polarization is defined as

εi = (cos γ cos φ, sin γ,− cos γsinφ) (C.1)

where γ is the angle between the polarization and B, and φ is the angle between k and B.

C.1 Dipole transitions

For dipole transitions between lower state |j, mj〉 and upper state |j′, m′j〉, the vacuum Rabi fre-
quency is given by [70, 206]

Ω0 =
eE
h̄
〈j, mj|r̂i|j′, m′j〉εi (C.2)

where

〈j, mj|r̂i|j′, m′j〉εi =
1

∑
q=−1
〈j, mj|rC(1)

q |j′, m′j〉ci
(q)εi

=(−1)(j′−m′j)〈j||rC(1)||j′〉
1

∑
q=−1

(
j 1 j′

−mj q m′j

)
ci
(q)εi

(C.3)

where C(1)
q is the q-component of the Racah tensor, related to the normalized spherical wavefunc-

tions, and where 〈j||rC(1)||j′〉 is the reduced matrix element. ci
(q) are the normalized spherical

basis vectors. They are given as follows:

c(1) =− 1√
2
(1,−i, 0)

c(0) =(0, 0, 1)

c(−1) =
1√
2
(1, i, 0)

(C.4)
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The Einstein A coefficient for the two levels is given by

Ā12 =
4cαk3

12
3

1

∑
q=−1
|〈j, mj|rC(1)

q |j′, m′j〉|2

=
4cαk3

12
3
|〈j||rC(1)||j′〉|2

1

∑
q=−1

(
j 1 j′

−mj q m′j

)2 (C.5)

where α is the fine structure constant and k12 = 2π
λ12

is the wavenumber of the transition.
However, the Einstein A coefficient in literature is normally given as the decay to all of the

sublevels, given as

A12 =
j

∑
m=−j

Ā12 =
4cαk3

12
3(2j′ + 1)

|〈j||rC(1)||j′〉|2 (C.6)

These decay rates are the same for all of the upper states. This results in

Ω0 =
e|E|

h̄
√

cα

√
3A12

4k3
12

σ (C.7)

where

σ =
√

2j′ + 1(−1)j′+j+j>−m′j

∣∣∣∣∣ 1

∑
q=−1

(
j 1 j′

−mj q m′j

)
ci
(q)εi

(q)

∣∣∣∣∣ (C.8)

Without the polarization terms, σ is equivalent to the Clebsch-Gordon coefficients.

C.2 Quadrupole transitions

For quadrupole transitions between lower state |j, mj〉 and upper state |j′, m′j〉, the vacuum Rabi
frequency is given by

Ω0 =

∣∣∣∣ eEk12

2h̄
〈j, mj|r̂i r̂j|j′, m′j〉εinj

∣∣∣∣ (C.9)

where n is the propagation direction of the light and where

〈j, mj|r̂i r̂j|j′, m′j〉εinj =
2

∑
q=−2
〈j, mj|r2C(2)

q |j′, m′j〉cij
(q)εinj

=〈j||r2C(2)||j′〉
2

∑
q=−2

(
j 2 j′

−mj q m′j

)
cij

(q)εinj

(C.10)

where 〈j||r2C(2)||j′〉 is the reduced matrix element [70]. cij
(q) are second-rank tensors given by

cij
(q) =

10
3
(−1)q

1

∑
m1,m2=−1

(
1 1 2

m1 m2 −q

)
ci
(m1)cj

(m2) (C.11)

The Einstein A coefficient for the two levels is given by

Ā12 =
cαk5

12
15

2

∑
q=−2
|〈j, mj|r2C(2)

q |j′, m′j〉|2

=
cαk5

12
15
|〈j||r2C(2)||j′〉|2

2

∑
q=−2

(
j 2 j′

−mj q m′j

)2 (C.12)
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However, the Einstein A coefficient in literature is normally given as the decay to all of the
sublevels, given as

A12 =
j

∑
m=−j

Ā12 =
cαk5

12
15(2j′ + 1)

|〈j||r2C(2)||j′〉|2 (C.13)

This gives

Ω0 =
e|E|

h̄
√

cα

√
15A12

4k3
12

σ (C.14)

where

σ =
√

2j′ + 1

∣∣∣∣∣ 2

∑
q=−2

(
j 2 j′

−mj q m′j

)
cij

(q)εi
(q)nj

∣∣∣∣∣ (C.15)

For a polarization as defined in the introduction, the geometry-dependent component g(q) =
cij

(q)εinj can be written as the following for the 2S1/2 → 2D5/2 transition in 40Ca+ [74]:

g(0) =
1
2
|cos γ sin(2φ)|

g(±1) =
1√
6
|cos γ cos(2φ) + i sin γ cos φ|

g(±2) =
1√
6

∣∣∣∣12 cos γ sin(2φ) + i sin γ sin φ

∣∣∣∣
(C.16)

This yields geometry and polarization dependent coupling strengths on the different ∆mj
transitions, as shown in Figure C.1. This figure shows only the geometry component. To get the
full transition-dependence, one also needs to multiply by the Clebsch-Gordan coefficients.
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Figure C.1: Geometry-dependent relative coupling strengths on the 2S1/2 → 2D5/2 transition.
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C.3 Two ions

When we have two ions in the trap, the Rabi frequency is given by [80]

Ωn+ ,n− ,s+ ,s−

=〈n+, n−|Παeiηα(âα+â†
α)|n+ + s+, n− + s−〉

=Ω0Παe−
ηα

i
2

2 ηα
i
|sα |
√

nα<!
nα>!

L|sα |
nα<

(η2)

(C.17)

The product over the modes means that the motional state of one mode affects the Rabi frequency
of the any other mode (and of the carrier). Thus, if there is heating on the in-phase mode and no
heating on the out-of-phase mode, the sideband (on-resonance) height of the cold out-of-phase
mode will be influenced by the hot in-phase mode by

ρbsb =
n+

∑
0

n−

∑
0

Pn+Pn− sin
(
Ωn+ ,n− ,0,1t

)
ρrsb =

n+

∑
0

n−

∑
1

Pn+Pn− sin
(
Ωn+ ,n− ,0,−1t

) (C.18)

where Pnα is the population distribution of each mode (taken here to be thermal).
Because the sum over n+ does not change motional quantum number, it is the same on both

the red and blue sideband Thus, the ratio between the red and the blue sidebands does not change
and still gives a measure of the mode temperature. It does cause the sideband height to decrease.
Figure C.2 shows the decrease of the out-of-phase blue sideband with an increase of n̄+.
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Figure C.2: Theoretical comparison of blue sidebands with n̄− = 0 and n̄+ = 0 and
n̄+ = 23, both with η= = 0.126 and η+ = 0.100.



Appendix D

Schematics

The following pages contain schematics of the electronics discussed in Chapter 9.
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Figure D.1: Schematic of the RF/DC mixer. Designed by Martin Stougaard.
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Figure D.2: Schematic of the etherDAC 1.0 DAC board.



186 APPENDIX D. SCHEMATICS

Figure D.3: Schematic of the etherDAC 1.0 main board.
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Figure D.4: Schematic of the etherDAC 2.1 DAC. Designed by Martin Stougaard.
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Figure D.5: Schematic of the etherDAC 2.1 amplifier. Designed by Martin Stougaard.
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