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Preface

This thesis concludes my four years as a Ph.D. at Aarhus University where I have had the pleasure of studying the intricate physics of neutrino oscillations. My studies began with the introduction of a halfway finished project that Steen and Thomas had been working on for a while on chaotic neutrino oscillations. This forced me through a quick schooling both of solving numerical differential equations and of the mathematics of chaotic systems. The work concluded in a paper on the chaotic behaviour of active-sterile neutrino oscillations in the early Universe [1], but the idea of investigating the chaotic aspect of neutrino oscillations had caught on.

Instead of focusing on the early Universe, we did however turn our interest towards supernovae, where chaotic behaviour is omnipresent in recent simplified models of neutrino oscillations. Taking on one of the simplest models, it was possible to do a very extensive chaotic analysis [2], and we obtained interesting information about the dynamics of the system. In parallel, our interest in the early Universe had turned to methods for suppressing sterile neutrino production. Throughout the past two years, we have investigated models where the sterile neutrinos interact with each other. In our first approach we only considered a mechanism that could limit the production [3], but in a later work, we also included a rough analysis of implications for dark matter and Maria joined with a detailed analysis of the signal from the cosmological microwave background [4].

My research stay was in Sydney with Yvonne, where I looked for new challenging projects. The choice fell upon the messy dynamics of limiting sterile neutrino production by using a large asymmetry between particles and antiparticles, but in the end convergence problems pushed us in a different direction. The end result was a study of how detailed collisions affect neutrino oscillations [5], which hopefully brings us a small step closer to the solution of the original problem as well.

In total, the work for my thesis has resulted in the publications:


Except for these papers, I have also visited Munich, where I continued the work on supernova neutrinos together with Georg, Ignacio and Sovan. This time, the topic was not directly related to chaos, but instead we used the related linear stability analysis to investigate if neutrino oscillations are unstable on small scales in a supernova. The work has resulted in a paper, which however does not form part of the thesis:


The thesis is an attempt at uniting and binding together all these related topics, and for doing that, I have divided them into two general groups. In Part I, I have focused on the production of sterile neutrinos in the early Universe. That includes both the detailed calculation of collisional effects and the various attempts at limiting the production of sterile neutrinos. This leaves the two papers focused on chaos, which form the base of Part II, where I have also included a chapter introducing the topic of chaotic system analysis.

The papers have been incorporated in the different chapters rather than collecting them at the end of the thesis as it is often done. The motivation for this structure is to take advantage of the material covered in great detail in the papers for subsequent discussions. Hopefully, this approach also contributes to obtaining more coherence in the discussion of the different papers and adds to the perspective for each of them. The disadvantage is that the jumps between papers and material produced specifically for the thesis might take away a bit of the text flow, but bear with me if this happens. To help with the overview, I have marked sections of the thesis that are directly based on one of the papers with the symbol $\mathcal{P}$ before the section name, and each paper is ended by a large $\mathcal{P}$. They have largely been left unchanged except for the formatting and certain sections that are covered in other parts of the thesis.
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Neutrinos are some of the lightest and most elusive particles that we know of, and still, they can play an important role in certain extreme environments. On top of this, they have the interesting property that they can change from one flavour to another while they move through space because of mixing between flavour and mass. A feature which gives rise to many interesting oscillation phenomena.

This thesis is based on my work and publications through 4 years as a Ph.D. student. As we make our way through it, we move from relatively simple production of sterile neutrinos in the early Universe through a series of models that can prevent this same production to chaotic phenomena that can occur in models of neutrino oscillations for both the early Universe and for supernovae.

For the production of sterile neutrinos, we find the expected overall results, but there are some details of the commonly used approximations that should be noticed. Most prominently, all previous approximations fail to account correctly for scattering and/or annihilation processes in simplified collision terms. This shortcoming can be corrected by considering the two contributions separately and ensuring that only annihilations can change the neutrino number density.

When attempting to suppress the sterile neutrino production using an asymmetry between particles and antiparticles, one encounter severe numerical problems that are still unsolved. This has no influence on the qualitative conclusions, but stable quantitative results are hard to obtain and will be left for future work. Conversely, we find that the production can be suppressed by introducing interactions between the sterile neutrinos themselves in a numerically stable fashion. This mechanism works both for a vector- and a pseudoscalar force mediator although the obtained cosmologies are somewhat different.

Coming back to the particle asymmetry, we look at a long standing question regarding the existence of chaos for a very small mixing between active and sterile neutrinos. As several other groups have found, we detect chaotic behaviour using the momentum averaged approach, but conversely to previous results, we find no chaos when using the full momentum dependent equations.

A system that on the other hand turns out to reveal chaotic behaviour is a simple two-beam model for supernova neutrinos that we analyse extensively. Apart from the chaoticity, we find that some directions in parameter space are much more unstable than others, while others again are marginally stable. This might have implications for the stability of supernova neutrinos, although more realistic models are needed before any hard conclusions can be drawn.
Neutrinoer er nogle af de letteste og mest flygtige partikler, vi kender til, og alligevel kan de spille en væsentlig rolle i visse ekstreme miljøer. Bortset fra dette, har de den interessante egenskab, at de kan skifte fra den ene type til den anden, mens de bevæger sig igennem rummet på grund af en blanding mellem type og masse. En egenskab, der giver anledning til mange interessante oscillationsfænomener.

Denne afhandling er baseret på mit arbejde og mine udgivelser igennem 4 år som ph.d. studerende. Mens vi gennemgår dette, vil vi bevæge os fra en relativt simpel produktion af sterile neutrinoer i det tidlige Univers, gennem en serie af modeller der kan undertrykke denne produktion, til kaotiske fænomener der kan opstå i modeller for neutrino oscillationer i både det tidlige Univers og i supernovaer.

For den sterile neutrinooproduktion i det tidlige Univers finder vi generelt set de forventede resultater, men der er nogle detaljer omkring de approksimationer, som ofte bliver anvendt, der bør bemærkes. Den mest fremtrædende mangel er, at ingen tidligere approksimationer giver en passende behandling af annihilations- og/eller spredningsprocesser i deres simplificerede kollisionsled. Denne fejl kan udbedres ved at behandle de to bidrag separat og sikre sig, at det kun er annihilationerne, der kan ændre på antalstætheden af neutrinoer.

Undertrykkelser af den sterile neutrinooproduktion med en partikel-antipartikel asymmetri giver anledning til alvorlige numeriske problemer, som ingen hidtil har løst på tilfredsstillende vis. Dette har ikke nogen betydning for de kvalitative konklusioner, men det er svært at opnå stabile kvantitative resultater, hvilket derfor er udfordrende. Omvendt finder vi, at produktionen kan undertrykkes på en numerisk stabil måde, hvis vi introducerer vekselvirkninger de sterile neutrinoer imellem. Denne mekanisme virker både med en vektor boson og en pseudoskalar som vekselvirkningspartikel, selvom de øvrige konsekvenser for kosmologi er noget forskellige.

Tilbage ved partikelasymmetrien undersøger vi et spørgsmål, der har været uløst længe vedrørende eksistensen af kaos for en meget lille blanding af aktive og sterile neutrinoer. Ligesom flere andre grupper tidligere har konstatert, ser vi kaotisk opførsel, når vi bruger en tilgang med middel impuls, men modsat tidligere resultater finder vi ikke kaos, når vi benytter de fulde impulsafhængige ligninger.

Et system, der derimod udviser kaotisk opførsel, er en simpel to-stråle model for supernovaneutrinoer, som vi analyserer indgående. Ud over den kaotiske natur, finder vi ud af, at nogle retninger i variabelrummet er mere ustabile end andre, mens nogle helt tredje er marginalt stabile. Dette kan have betydning for stabiliteten af supernovaneutrinoer, men før sådanne konklusioner kan drages, vil det være nødvendigt at analysere langt mere realistiske modeller.
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Introduction

One of the most abundant particles in the Universe is also one of the most weakly interacting. As such it is not strange that the neutrino was not detected until 1953, and that even today some of the most fundamental properties are unknown. The neutrino was first proposed by Pauli in the early 1930s as a desperate way of ensuring energy conservation in beta-decay, and while he did not have much confidence in the idea from the start, the evidence gradually confirmed the existence of the new particle. The first theoretical foundation came with the Fermi theory a few years later, and today we describe the neutrino and the electron as a $SU(2)$-doublet in the electro-weak theory proposed by Weinberg and Salam. At low energies the $SU(2) \times U(1)$ symmetry of the theory is broken by the Higgs mechanism, and this results in the very different properties we observe for the electron and the neutrino. Like the electron has two siblings in the second and third generation of fermions in form of the muon and the tau particle, the neutrino also comes in three flavours as electron-, muon-, and tau neutrinos.

In the Standard Model of particle physics, which is partly based on the Weinberg-Salam theory, the neutrino is massless, and it has only a left-handed component while its antiparticle has only a right-handed component. In the 1990s this picture was proven incomplete with the realisation that at least some of the neutrinos must have a mass despite that a direct mass measurement has not been performed even today. Instead it was proven using observations of neutrinos from the atmosphere where the number of muon neutrinos depended on the baseline length even after taking geometric factors into account. The only satisfying explanation of this is that muon neutrino oscillate into tau neutrinos on their way from the production in the atmosphere to the detection just below the surface of the Earth.

The tension between the Standard Model and neutrino oscillations originates in the fact that oscillations are only possible for a non-zero mass difference between different propagation states as we will see in Section 2.1 on neutrino oscillations. This implies that some of the neutrinos are massive, and it also means that neutrino oscillations are easy to include ad hoc in the Standard Model by including a small mass term.

Another prominent source of neutrinos is the Sun, and since the first solar electron neutrinos were measured in the 1960s, the rate has been significantly lower than what was predicted by solar models. The explanation for this deficit was not clear until the Sudbury Neutrino Observatory in 2001 managed to measure not only the electron neutrinos, but also the muon and tau neutrinos. This established that the missing electron neutrinos do in fact turn up in the other flavour channels, and thus the difference can be explained by oscillations between the neutrinos. Most recently, the Borexino experiment has measured the electron neutrino flux from the $pp$-processes which produce the major part of the solar power output [7]. In accordance with neutrino oscillation theory, the relative result is higher than what was found for higher energy neutrinos,
which again confirms our understanding of both neutrino oscillations and the Sun.

Neutrino oscillations were first suggested by Pontecorvo in 1957 [8], and it was this basic idea that was used for describing the atmospheric neutrino observations more than 40 years later. However, these vacuum oscillations fail to give a good description of solar neutrinos if they only describe the propagation from surface of the Sun to the Earth. Instead one needs to include the effect of the high electron density inside the Sun that was pointed out by Wolfenstein [9]. The many electrons in the background affect neutrino propagation and shift the effective masses differently for electron neutrinos compared to muon- and tau neutrinos. When this effect is exactly cancelled by the vacuum mass difference, a resonance arises as pointed out by Mikheev and Smirnov [10], which give rise to efficient MSW-conversion of neutrino flavour. For the highest energy solar neutrinos, this conversion is complete before they exit the Sun, and we find the very low electron neutrino flux that was measured already in the 1960s. The lower energy neutrinos, on the other hand, experience an incomplete conversion, and the result is that a relatively larger number of electron neutrinos can be detected on Earth.

Although the Sun is a very hot and dense environment, the Universe presents and has presented other regions of space and time that are even more extreme. Black holes are of course the prime example, but for neutrinos they are not that interesting as they are, well, black. The supernova collapse that can lead to a black hole on the other hand, is quite interesting along with the early Universe. Both cases present a large abundance of neutrinos and a high density of matter, which means that MSW-resonances are important for the neutrino flavour evolution. As it turns out, it is not only the electrons in the media that are important. For the early Universe one can imagine several variants of exotic physics that can modify the neutrino propagation just as the electrons does in the Sun. This will be our main focus in the first part of this thesis where we consider how sterile neutrino production can be suppressed or enhanced in the early Universe. For the second part of the thesis we will move our attention towards the more mathematically interesting non-linearity of neutrino oscillations. When the neutrinos are very abundant, they play an important role in setting the stage for their own propagation. This happens in supernovae and, if the conditions are correct, in the early Universe. Such a coupling of the neutrino flavour evolution back to the background of neutrino flavour, means that the equations become non-linear, and in some cases we find that this leads to both chaotic and collective behaviour of the neutrino oscillations.

A good understanding of these effects in supernovae and in the early Universe is important for two different reasons. In the early Universe, we need to understand neutrino oscillations well in order to properly describe the effects of various extensions to the Standard Model of particle physics. Furthermore, the rich phenomenology of neutrino oscillations might be the solution to some of the puzzles of modern particle physics and cosmology. These puzzles reach all the way from Earth-based neutrino experiments that find anomalies to small inconsistencies between different cosmological observations of dark matter. The motivation for supernovae is slightly more practical in nature. We expect a galactic supernova about every 30 years, and today we have the detector capacity to see a quite detailed signal. However, we are still trying to grasp the consequences of neutrino oscillations between the three neutrino flavours that are part of the Standard Model, and while some of the predictions seem robust, others depend a lot on the model used. This will hopefully improve significantly over the coming years as we learn more about the, at times chaotic, topic of collective neutrino oscillations.
Part I

Production of sterile neutrinos

To be, or not to be, that is the question.

— Shakespeare’s Hamlet
One of the simplest extensions to the Standard Model of particle physics is to introduce one or more additional neutrinos. From precision measurements of the $Z$-resonance \cite{11}, we know that there can only be three active neutrinos with masses below $m_Z$, and hence a new neutrino would need to be a sterile $SU(2) \times U(1)$ singlet. This role could conveniently be played by a righthanded neutrino. The Standard Model only contains lefthanded neutrinos, and the addition of the righthanded would restore a sense of symmetry between right- and lefthanded particles.

One of the interesting roles that a sterile neutrino can have is to explain the tiny mass of the Standard Model neutrinos. This can be done using the seesaw mechanism, where the small mass of the normal neutrino is balanced by a large mass for the sterile neutrino. Otherwise, if we wish to have light sterile neutrinos, such a mechanism cannot be involved for all the sterile neutrinos. Although the simplest models involve one sterile neutrino for every active, models can be constructed which give three light active neutrinos from two heavy steriles and leave the last sterile with a small mass. Other alternatives for including light sterile neutrinos could be mirror theories, where every particle has a mirror partner which is mostly decoupled from the Standard Model, but also more general hidden sector theories can accommodate a light sterile neutrino.

Currently there are two main motivations for considering light sterile neutrinos. The first one is a number of hints from Earth-based experiments that all point to a mass difference of $\sim 1\text{eV}$, while the second motivation comes from dark matter where sterile neutrinos may constitute either warm or cool dark matter. The problem for both these cases is that the simple non-resonant production mechanism is unable to account for the correct cosmological abundance of the sterile neutrino. The $\text{eV}$-scale sterile tend to be overproduced while the dark matter candidate fails to meet its required abundance, given the constraints on mixing parameters.

The hints from experiments come from various sources. The first anomaly comes from the Liquid Scintillator Neutrino Detector (LSND) where an excess of electron anti-neutrinos were observed in a muon anti-neutrino beam \cite{12}. This result is confirmed by MiniBooNE \cite{13}, where they also see a small excess of electron neutrinos in a beam of muon neutrinos. The second anomaly comes from reactor neutrinos where a reevaluation of the expected rate \cite{14} of anti-neutrinos has given a deficit of $6\%$ in all short baseline measurements. The third earth-based anomaly comes from calibration of gallium experiments where the GALLEX and SAGE experiments see fewer events than expected when they calibrate the detectors using radioactive sources \cite{15, 16}.

All of these experiments can be explained as additional oscillations into one or several sterile neutrinos with a mass of $\sim 1\text{eV}$, but none of the results are significant enough to confirm the hypothesis. Also, the various results are in tension if interpreted as the same signal. The MiniBooNE and LSND signals for antineutrinos are compatible, but the MiniBooNE neutrino data are only marginally compatible with a simple oscillation interpretation involving only one sterile neutrino. Additionally, the hints from reactor and gallium experiments point to a slightly different mass, although still around the same order of magnitude, and other accelerator experiments are excluding a significant part of the parameter space. The muon neutrino disappearance experiment KARMEN \cite{17} has been in tension with the oscillation interpretation of the LSND anomaly for several years, but recently the ICARUS experiment published measurements that put the sterile neutrino interpretation under even more pressure \cite{18}. Given the current state of contradicting results, the best approach probably is to consider the hints separately.
and accept that at least some of them will be resolved by better understanding of the experiments and existing theory rather than new physics. Nonetheless, there are three anomalies that point to the same sterile neutrino mass range and if just one of them turn out to be a genuine signal, it would be a huge step forward in our understanding of particle physics. This is also the motivation behind the many experimental efforts towards testing the eV-scale sterile neutrino hypothesis [19, 20], and hopefully the issue will be settled in the near future.

On top of the internal tensions within and between the various anomalies, there are also constraints from cosmology as we already mentioned briefly. A 1eV sterile neutrino is fully thermalised in the early Universe as we will see in Chapter 3 if it has a mixing angle compatible with the neutrino anomalies, and the latest results from Planck [21] excludes such an addition to the usual cosmological model with cold dark matter and a cosmological constant ($\Lambda$CDM) at roughly 3$\sigma$. Hence, there has been an interest in models that can suppress the production of eV-scale sterile neutrinos, and in Chapter 4 and 5, we will describe and discuss some of the mechanisms that can give rise to such a suppression.

The second motivation — sterile neutrino warm dark matter — has been partly motivated by small scale problems for dark matter in the galaxy [22–24]. The promise of warm dark matter is to possibly resolve some of these problems due to its higher velocities compared to cold dark matter, but constraints from large scale structures are beginning to eliminate the relevant parameter space [25]. Furthermore, recent results suggest that the problems could be resolved by the complicated dynamics of baryonic feedback, an issue which will be discussed further in Chapter 5 on describing interacting sterile neutrinos.

Although this first motivation for warm dark matter seems to be fading, new and exiting observations have revived the interest even beyond the former level. The observed signal is a X-ray line at 3.5keV found in both various galaxy clusters [26] as well as in the Andromeda galaxy [27] and the Milky Way centre [28]. Such an X-ray line could come from the decay of a 7keV sterile neutrino, but both the signal and its origin has been questioned by several different groups [29–35]. Hopefully the issue will be settled once better dedicated data become available [36], but given the messy astrophysics that are involved in identifying such lines, there can be given no guarantee. Whether this is actually a sterile neutrino, some other exotic particle or astrophysics, the sterile neutrino remains a good candidate for dark matter. The main problem is that one needs a production mechanism different from the usual non-resonant oscillations as these cannot account for the full dark matter abundance given the constraints on mixing parameters from X-ray observations. In the end of Chapter 5, we consider a new mechanism that could potentially give rise to the correct dark matter abundance.

Before we get to the point of discussing all these current and interesting physics, we will however have to learn a bit about the equations that govern the neutrino oscillations in the early Universe in Chapter 2, where the quantum kinetic equations will be introduced along with a short discussion of the Friedmann equation and the numerical methods necessary for solving these.
General theoretical aspects

2.1 Introduction to neutrino oscillations

The phenomena of neutrino oscillations originates in the fact that different neutrinos are mixed. This means that a flavour eigenstate does not correspond directly to a single mass eigenstate, but is rather a linear combination of several mass states. While the flavour eigenstates are denoted by letters that indicate their family, the mass eigenstates are labelled with numbers. The mixing can be described using a mixing matrix, and for the three active neutrinos, the Pontecorvo-Maki-Nakagawa-Sakata matrix, which can be written as a product of three simple matrices, is the most commonly used

\[
\begin{pmatrix}
\nu_e \\
\nu_\mu \\
\nu_\tau
\end{pmatrix}
= U
\begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu_3
\end{pmatrix},
\]

\[
U =
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta_{23} & \sin \theta_{23} \\
0 & -\sin \theta_{23} & \cos \theta_{23}
\end{pmatrix}
\begin{pmatrix}
\cos \theta_{13} & 0 & \sin \theta_{13} e^{-i\delta_{CP}} \\
0 & 1 & 0 \\
-\sin \theta_{13} e^{i\delta_{CP}} & 0 & \cos \theta_{13}
\end{pmatrix}
\begin{pmatrix}
\cos \theta_{12} & \sin \theta_{12} & 0 \\
-\sin \theta_{12} & \cos \theta_{12} & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

(2.1)

With this parametrisation, the mixing is described neatly using three mixing angles, \(\theta_{12}, \theta_{23},\) and \(\theta_{13}\) and one CP-violating phase, \(\delta_{CP}\).

For simplicity, it is often desirable to consider the mixing between two neutrino flavours at a time even though we know that three flavours exist. In this case, we can focus our attention to one of the submatrices, and taking the mixing of the electron- and muon neutrino as an example, we find that

\[
\begin{pmatrix}
\nu_e \\
\nu_\mu
\end{pmatrix}
= U
\begin{pmatrix}
\nu_1 \\
\nu_2
\end{pmatrix}
= 
\begin{pmatrix}
\cos \theta_{12} & \sin \theta_{12} \\
-\sin \theta_{12} & \cos \theta_{12}
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2
\end{pmatrix},
\]

(2.2)

where \(\nu_1\) and \(\nu_2\) are the propagating mass eigenstates. If there are no neutrino masses, all the mass eigenstates are degenerate, and the transformation in Equation (2.2) would have no physical meaning. This becomes even clearer when considering the time evolution. In presence of mixing, the Hamiltonian for the flavour states can be approximated as

\[
H \approx U \frac{1}{2E} \begin{bmatrix} m_1^2 & 0 \\ 0 & m_2^2 \end{bmatrix} U^\dagger,
\]

using the ultra-relativistic approximation \(E_i = \sqrt{p^2 + m_i^2} \approx p + m_i^2/2E\), and ignoring the mass independent term proportional to \(p\). Calculating the matrix products, subtracting

\footnote{For Majorana neutrinos, there are two additional phases.}

\footnote{This approach is not valid if the mixing matrix changes as a function of time as it is for instance the case if there is a matter background. The derivation by Fukugita and Yanagida [37] is more general.}
the constant \((m_1^2 + m_2^2)/4E\), and using double-angle formulas, the final Hamiltonian is

\[
H \approx \frac{1}{2E} \left[ \cos^2 \theta_{12} m_1^2 + \sin^2 \theta_{12} m_2^2 \right] \left[ \begin{array}{c} \cos \theta_{12} \sin \theta_{12} (m_2^2 - m_1^2) \\ \sin \theta_{12} m_1^2 + \cos^2 \theta_{12} m_2^2 \end{array} \right] - \frac{m_1^2 + m_2^2}{4E}
\]

where \(\delta m_{21}^2 = m_2^2 - m_1^2\). The time evolution of the flavour eigenstates can now be formulated as a Schrödinger equation

\[
\frac{d}{dt} \left( \begin{array}{c} \nu_e \\ \nu_\mu \end{array} \right) = \frac{\delta m_{21}^2}{4E} \left[ \begin{array}{c} -\cos 2\theta_{12} & \sin 2\theta_{12} \\ \sin 2\theta_{12} & \cos 2\theta_{12} \end{array} \right] \left( \begin{array}{c} \nu_e \\ \nu_\mu \end{array} \right).
\]

(2.4)

From this, it is very clear that there would be no mixing if \(\delta m_{21}^2 = 0\). In order to find the time evolution, the exponential of the Hamiltonian is needed, and exploiting the properties of Pauli matrices, it is

\[
\exp(-iHt) = \cos \left( \frac{\delta m_{21}^2}{4E} t \right) I + i \sin \left( \frac{\delta m_{21}^2}{4E} t \right) \left[ \begin{array}{c} -\cos 2\theta_{12} & \sin 2\theta_{12} \\ \sin 2\theta_{12} & \cos 2\theta_{12} \end{array} \right].
\]

(2.6)

Now, it is easy to calculate the oscillation probability from \(\nu_e\) to \(\nu_\mu\) as function of time

\[
P(\nu_e \rightarrow \nu_\mu) = |\langle \nu_\mu | \nu_e \rangle|^2 = \left|\begin{pmatrix} 0 & 1 \end{pmatrix} e^{-iHt} \begin{pmatrix} 1 \\ 0 \end{pmatrix}\right|^2 = \sin^2 \left( \frac{\delta m_{21}^2}{4E} t \right) \sin^2 2\theta_{12}.
\]

(2.7)

and similarly for the other oscillation probabilities. This type of oscillations is called vacuum oscillations because they occur even when there is no background medium. They are especially important for understanding neutrinos from the atmosphere, nuclear reactors, and particle accelerators, and most of the parameters are well known.

The mixing angles are measured to be [38]

\[
\sin^2(2\theta_{12}) = 0.846 \pm 0.021, \\
\sin^2(2\theta_{23}) = 0.999^{+0.001}_{-0.018}, \\
\sin^2(2\theta_{13}) = 0.093 \pm 0.008.
\]

This means that there is an at least almost, if not exactly, maximal mixing between the muon neutrino and the tau neutrino, a large mixing between the electron neutrino and the muon neutrino, and a non-negligible mixing between the electron neutrino and the tau neutrino. Regarding the mass differences, the values known today are [38]

\[
\delta m_{21}^2 = \delta m_2^2 - \delta m_1^2 = (7.53 \pm 0.18) \times 10^{-5} \text{eV}^2, \\
\delta m_{32}^2 = \delta m_3^2 - \delta m_2^2 = (2.44 \pm 0.06) \times 10^{-3} \text{eV}^2.
\]

Since the oscillation length is inversely proportional to the squared mass difference, we have two lengths of oscillation separated by two orders of magnitude. This means that an experiment typically only probes one of the mass differences and some combination of

\[^3\text{for normal mass hierarchy}\]
the mixing angles. As indicated, the oscillations can only probe the difference between two masses, and this leaves the absolute masses of the neutrinos unknown. Furthermore, the sign of $\delta m_{32}^2$ is unknown, and this gives the possibility of $m_3 > m_2, m_1$, called the normal hierarchy, and $m_3 < m_2, m_1$, called the inverse hierarchy. Actually, the exact values of the mixing parameters depend a little on the mass hierarchy, and the values mentioned above are for the normal mass hierarchy, but the inverted hierarchy give almost identical values.

Neutrino oscillations in vacuum are quite easy to describe in terms of a couple of angles and a CP-violating phase. When any kind of matter is introduced, this picture becomes more complicated. This was realised by Lincoln Wolfenstein [9] and the theory was further developed by Stanislav Mikheev and Alexei Smirnov [10] as previously mentioned in the Introduction. Today other effects are known as well, and the originally discovered effect is called MSW-oscillations. For moderate densities of matter, the only important effect is coherent forward scattering on electrons which changes the effective mass of the neutrinos, thus altering the oscillation length. For higher densities, incoherent scattering with electrons and neutrino-neutrino self interactions can also play a role as we will see both in this part of the thesis, but also in Part II.

2.1.1 The MSW-resonance

When neutrinos travel through matter, they forward scatter on electrons as well as on nucleons, which we will come back to in Section 2.2.3. For now, it is sufficient to know that the diagonal of the Hamiltonian from Equation (2.4) is modified by an effective potential, $V_e = \sqrt{2}G_F n_e$

$$H = \begin{bmatrix}
-\frac{\delta m_{21}^2}{4E} \cos 2\theta_{12} + V_e & \frac{\delta m_{21}^2}{4E} \sin 2\theta_{12} \\
\frac{\delta m_{21}^2}{4E} \sin 2\theta_{12} & -\frac{\delta m_{21}^2}{4E} \cos 2\theta_{12}
\end{bmatrix}. \quad (2.8)$$

The vacuum Hamiltonian can be represented as a scalar multiplication and a unitary matrix as seen in Equation (2.4), and by adding a suitably constant, which does not affect the neutrino oscillations, the MSW Hamiltonian can get the same form. The result is a matter mixing angle and matter mass difference [37]

$$\sin 2\theta_m = \sin 2\theta_m \frac{\delta m_{21}^2}{\delta m_{m}^2}, \quad \delta m_{m}^2 = \delta m_{21}^2 \sqrt{(2EV_e/\delta m_{m}^2 - \cos 2\theta)^2 + \sin^2 2\theta}. \quad (2.9)$$

In the limit of vanishing matter potential, we recover the vacuum result, while for very large values of $V_e$, the mass difference becomes large. This also means that the matter mixing angle becomes very small as it is suppressed by $\delta m_{21}^2/\delta m_{m}^2$. For intermediate values, we can have the situation that $2EV_e/\delta m_{m}^2$ and $\cos 2\theta$ cancels, which corresponds to maximal mixing of $\sin 2\theta_m = 1$ and $\cos 2\theta_m = 0$. This is called the MSW resonance, and except for having a very large mixing around the resonance, it is also possible to have a significant conversion of one neutrino flavour into another. As we already learnt, the higher energy neutrinos from the Sun are a good example of this. Electron neutrinos are produced in the centre of the Sun, after which they propagate outwards. As they see the changing background density of electrons, they go through the above mentioned resonance adiabatically, and they emerge as almost pure $\nu_2$ mass eigenstates. The $\nu_2$ is an almost equal mixture of $\nu_e$, $\nu_\mu$ and $\nu_\tau$, and as a consequence, we only measure a third of the electron neutrinos that we would expect without neutrino oscillations.
2.2 Quantum kinetic equations

An ensemble of neutrinos and antineutrinos in a thermal plasma can be described using the density matrix formalism, where the a $2n \times 2n$ density matrix describes $n$ mixed neutrinos, and basically contains the number distribution functions on the diagonal and correlations between the different neutrinos in the off-diagonal entries. We will assume that neutrino-antineutrino correlations and the associated spin-flip can be neglected. This breaks the density matrix into two submatrices such that we can describe the neutrinos by the matrix, $\rho$, and the antineutrinos by the matrix, $\bar{\rho}$. The density matrix for neutrinos can be expressed as $\rho_{ij}(p) = \langle a_i^\dagger(p) a_j(p) \rangle$, where $a_i^\dagger(p)$ and $a_i(p)$ are the creation and annihilation operators for $\nu_i$ with momentum $p$. Similarly, we can define the density matrix for antineutrinos as $\bar{\rho}_{ij}(p) = \langle \bar{a}_i^\dagger(p) \bar{a}_j(p) \rangle$ where $\bar{a}_i^\dagger(p)$ and $\bar{a}_i(p)$ are the creation and annihilation operators for $\bar{\nu}_i$. This is one of two conventions often used [45–48]. The advantage of this convention is that the definition is symmetric, while the other convention uses the antineutrino density matrix $\bar{\rho}_{ij} = \langle \bar{a}_j^\dagger(p) \bar{a}_i(p) \rangle$. This convention is most commonly used when treating neutrino oscillations in supernovae [49–53], but has also been applied to the early Universe [54, 55] and to more general treatments of neutrino oscillations [56]. The advantage of exchanging the indices is a more straightforward description of neutrino background effects which depend on $\rho - \bar{\rho} = \rho - \bar{\rho}^\ast$. For all chapters on the early Universe, we will use the simple notation $\bar{\rho}$, but for Chapter 8, we will follow the supernova neutrino literature and use $\bar{\rho}$. For now, the quantum kinetic equation (QKE) will be described for $\rho$ and $\bar{\rho}$, and if it is needed for $\bar{\rho}$, it can easily be derived.

To second order in the weak interactions, the most general form of the QKE, which describes the density matrix evolution, is

$$iL[\rho] = [H_{\text{vac}}, \rho] + [H_{\text{int}}, \rho] + C[\rho]. \quad (2.10)$$

On the left hand side, we have the Liouville operator, which describes the propagation of non-mixed, non-interacting particles if all terms on the right hand side are zero. The first term on the right hand side is the commutator between the density matrix and the vacuum Hamiltonian, $H_{\text{vac}}$. It describes the vacuum oscillations of mixed neutrinos. The next term similarly describes the effect of forward scattering on the background. This affects the effective mass states of the neutrinos, and lead to additional oscillation phenomena as we just saw in Section 2.1.1. Finally, the last term is a genuine second order effect and contains all non-forward collision processes between the neutrinos and the background as well as between the neutrinos themselves. The corresponding equation for antineutrinos has the same form, with the corresponding quantities $H_{\text{vac}}$, $H_{\text{int}}$, and $C[\bar{\rho}]$ which we will describe later.

The task of solving Equation (2.10) in its most general form is overwhelming as it is a partial differential equation in the three dimensions of momentum space and three dimensions of real space as well as time. When we apply the QKE, we therefore need to find appropriate approximations to reduce the number of dimensions. Furthermore, we can often neglect some of the interaction terms on physical grounds because of the specific system we are considering.

---

4This is not necessarily the case in anisotropic systems [39–43], see [44] for a recent review.
2.2 Quantum kinetic equations

In the following few sections we will review the different terms, the most common approximations and discuss the issues that these might raise.

2.2.1 Liouville operator

The Liouville operator basically gives the full time derivative. Including all dependencies on position and momentum, it has the form

\[
L[\cdot] = \partial_t [\cdot] + \dot{x} \cdot \nabla_x [\cdot] + \dot{p} \cdot \nabla_p [\cdot],
\]

(2.11)

where the dot denotes a partial time derivative. The first two terms contain derivatives of time and space and turn out to be dominating in different interesting models. The last term depends on the overall force on the neutrinos through \( \dot{p} \), and throughout this thesis it will be assumed to be zero. As neutrinos only feel gravity and the short ranged weak force, this is a good assumption when the gravitational potentials are not deep. For neutrinos, an appreciable effect would require a large disturbance of space-time as they are almost massless and therefore ultra-relativistic.

The two environments of interest are the early Universe and exploding supernovae. In the early Universe, we know that the background is very homogeneous and isotropic, which means that the second term on the right hand side can be neglected. The force term can similarly be neglected as we argued above because there is no net gravitational force on the neutrinos. In a supernova, the situation is quite different. Here, there is a preferred direction, and the positional derivative is important. On the other hand, neutrinos move with almost the speed of light, and the timescale at which they oscillate is much smaller than the timescales at which the supernova explodes. This means that the neutrinos see a stationary background to a very good approximation, and the time derivative term is negligible. A supernova explosion can leave behind a black hole, and in this case the space-time is most certainly deformed. The reasons we still neglect the force contribution to Equation (2.11) are twofold. Firstly, if a black hole is formed, almost all neutrino emission stops, and such a system is not that interesting from the point of neutrino oscillations as most of the interesting phenomena happen because of the large neutrino flux that usually comes from a supernova. Secondly, the densest parts of the supernova are not that interesting either, as neutrinos are trapped there, and the oscillation phenomena that we study using the QKE only happen once the neutrinos have started to stream out of the proto neutron star.

Although the above mentioned assumptions are reasonable, and there are good argument for them to hold true, it might still be interesting to study whether neutrino oscillations inside the core are as simple as we think they are, and whether inhomogeneities in the early Universe could effect neutrino oscillations. These topics are largely unexplored, but will not be covered further in this thesis, although the chaotic lepton asymmetry of Chapter 7 relates somewhat to the latter issue.

2.2.2 Vacuum oscillations

Neutrino oscillations in vacuum are due to neutrino mixing and the differences in neutrino masses. As we showed in Section 2.1, the full Hamiltonian can be well approximated by an ultra-relativistic approximation, which depends on the mass squared difference
between the neutrinos, \( \delta m^2 = m_2^2 - m_1^2 \). In the density matrix formalism, the same approximations can be done, and yield the similar result

\[
H_{\text{vac}} = \frac{U^\dagger M_{\text{mass}}^2 U}{2E},
\]

(2.12)

where the squared mass matrix in the neutrino flavour basis is given in terms of the mass matrix in the mass basis and the mixing matrix \( U \). In absence of any background effect, this means that the neutrinos will oscillate independently according to their energy and only depend on the mixing parameters (mixing angles and masses). For antineutrinos, we find the same expression for \( \bar{H}_{\text{vac}} \).

### 2.2.3 Forward scattering on the background

When a particle travels through a medium, it acquires contributions to the effective mass from the medium as it was already discussed in Section 2.1.1. This happens through forward scatterings, where the momentum of the particle is not changed. Since the mass enters the QKE as \([H_{\text{vac}}, \rho]\), we can similarly describe the mass shift by the term \([H_{\text{int}}, \rho]\), and the different contributions to \( H_{\text{int}} \) are often referred to as background potentials. For neutrinos, the main contributors to the background potential at energies below 100MeV are electrons, neutrons, and neutrinos themselves. Protons could also contribute when present, but it turns out that the contribution is only minor due to the value of the weak mixing angle [57]. The two second order Feynman diagrams contributing to forward scattering are seen in Figure 2.1. The tadpole diagram on the left gives a contribution from all neutrinos and antineutrinos, the electron, the positron, the neutron, and a small one from the proton. The bubble diagram on the right only gives a contribution from the neutrino itself and the corresponding lepton, as lepton flavour is conserved by the weak interaction.

The contribution from neutrons to the background potential is [57]

\[
H_{\text{int}, n} = -\frac{\sqrt{2}G_F}{2} (n_n - n_{\bar{n}}),
\]

(2.13)

where \( G_F \) is the Fermi constant and \( n_{n(\bar{n})} \) is the density of (anti) neutrons. Similarly the proton contribution is

\[
H_{\text{int}, p} = \frac{\sqrt{2}G_F}{2} \left(1 - 4\sin^2 \theta_W \right) (n_p - n_{\bar{p}}),
\]

(2.14)
where $\theta_W$ is the weak mixing angle. As $\sin^2 \theta_W = 0.23864$ [38], this contribution is significantly suppressed relative to the neutron contribution. The only diagram contributing to these terms is the tadpole diagram as the baryons could not conserve lepton number in the bubble diagram. For the electrons and neutrinos, this is not true in general, and the combination of both diagrams can give rise to slightly more complicated expressions.

The contribution from electrons to the background potential for electron neutrinos is given by [57]

$$H_{\text{int, } e} = \frac{\sqrt{2} G_F}{2} \left( 1 + 4 \sin^2 \theta_W \right) (n_{e^-} - n_{e^+}) - \frac{\sqrt{2} G_F}{3 m_W^2} 8 p \left( u_{e^-} + u_{e^+} \right), \quad (2.15)$$

where $n_{e^\pm}$ is the number density of positrons and electrons, $p$ is the momentum of the neutrino, $m_W$ is the W-boson mass, and $u_{e^\pm}$ is the energy density of positrons and electrons. Notice that the first term, which is proportional to $G_F$, requires an asymmetry between the number of electrons and positrons just as the terms from neutrons and protons require an asymmetry, while the second term, with an additional suppression of $G_F/m_W^2$, is proportional to the total energy density of electrons and positrons. For the muon- and tau neutrinos, the bubble diagram is not present, and the contribution is simply the same as it was for the protons, only with a different sign [57]

$$H_{\text{int, } e} = -\frac{\sqrt{2} G_F}{2} \left( 1 - 4 \sin^2 \theta_W \right) (n_{e^-} - n_{e^+}). \quad (2.16)$$

The last contribution comes from the neutrinos themselves. The most general expression, incorporating both tadpole- and bubble diagrams and assuming that all neutrinos are described by the density matrices, is [56]

$$H_{\text{int, } \nu}(p) = \sqrt{2} G_F \int dq \left\{ G_S \text{Tr} \left( (\rho(q) - \bar{\rho}^*(q)) G_S \right) + G_S (\rho(q) - \bar{\rho}^*(q)) G_S \right\} (1 - v_q \cdot v_p)$$

$$- \frac{\sqrt{2} G_F}{4 m_Z^2} \int dq q G_S (\rho(q) + \bar{\rho}^*(q)) G_S (1 - v_q \cdot v_p)^2. \quad (2.17)$$

Here, $G_S$ is a matrix of coupling constants, and in the standard model it is simply the identity matrix, while $v_q$ and $v_p$ are the velocity vectors for the given momenta. The integrals in Equation (2.17) run over the momentum vector, and the first integral contains two terms. The first term corresponds to the contribution from the tadpole diagram, and the trace means that all neutrinos in the background give a contribution to this part of the potential. The second term, on the other hand, only couples to each neutrino since it is related to the bubble diagram, and it accounts for the well known result, that neutrinos of the same species contribute with a potential twice the value of that from each of the other neutrinos [57, 58]. It is also worth noticing that, again, the first part of the expression depends on the difference between the number density of particles and antiparticles and is proportional to $G_F$, while the second integral depends on the sum of the energy densities, and is proportional to $G_F/m_Z^2$. In an isotropic medium such as the early Universe, the $(1 - v_q \cdot v_p)$ term integrate to 1, while $(1 - v_q \cdot v_p)^2$ integrate to $\frac{4}{3}$, but for non-isotropic media such as a supernova, they are important.
A common approximation is to ignore the oscillations between some of the neutrinos in order to significantly simplify the equations. However, the background contribution from these additional neutrinos, $\nu_\beta$, can still be accommodated easily. Assuming that the background neutrino has standard model couplings, we can easily multiply out the matrices and perform the integrals. As already mentioned, it turns out that it is the trace term that accounts for the effect of other neutrinos in the background, and the result is simply

$$H_{\text{int}, \nu_\beta} = \sqrt{2} G_F \left( n_{\nu_\beta} - n_{\bar{\nu}_\beta} \right),$$

(2.18)

which resembles Equation (2.13) and (2.14), just with a different front factor and neutrino densities instead of neutron or proton densities.

In all the cases above, the Hamiltonian for the antineutrino, $\bar{H}_{\text{int}, x}$, can be found by reversing the sign of the first term, which is proportional to the difference between the number of particles and antiparticles, and taking the complex conjugate of all terms. This also corresponds to exchanging particles and antiparticles.

As we found in Section 2.1, oscillations only depend on the difference of squared masses between the neutrinos. This also means that the absolute potential of each neutrino is irrelevant, and only the difference between the background potentials of the different neutrinos matter. Using only this observation and some basic knowledge about neutrino interactions, we can reduce the number of interesting background particles further in each particular case.

In the early Universe, we will mostly be interested in oscillations between standard model neutrinos and sterile neutrinos, and therefore all contributions to the background should be important. However, the environment is almost perfectly symmetric between particles and antiparticles when we only consider the standard model interactions, which means that the asymmetric parts of the potentials are suppressed. We know that there is a surplus of baryons over antibaryons of $10^{-10}$ relative to the density of photons, but often it can be ignored in the context of neutrino oscillations. For the electrons and positrons one expects a similar asymmetry to keep the Universe uncharged, but again the contribution is very small. Finally, the neutrino asymmetries are not very well constrained as the neutrinos are uncharged, and a large asymmetry could potentially be present. However, from the standard model itself, we do not have a good reason to think that there is a large asymmetry between neutrinos and antineutrinos. Therefore, in simple models it is often useful to neglect all the asymmetric contributions to $H_{\text{int}}$ and only include the symmetric one. For the electron neutrinos, this leaves the expression

$$H_{\text{int, sym}} = -\frac{\sqrt{2} G_F 8 \rho}{3 m_Z^2} \left( (1 - \sin^2 \theta_W) (u_e^- + u_e^+) G_e + \int dq q G_S (\rho(q) + \bar{\rho}(q)) G_S \right),$$

(2.19)

where $G_e$ is a matrix with a one on the diagonal entry corresponding to the electron neutrino, and we have used that $\cos \theta_W = m_W / m_Z$.

In this thesis, we will have two occasions to study the leptonic part of the asymmetric term in the early Universe. The first reason is that a large lepton asymmetry can significantly affect the production of sterile neutrinos through oscillations as we will see in Chapter 4, while the second reason is that the lepton asymmetry can give rise to very non-linear oscillations which are intrinsically interesting as we will see in Chapter 7.
Collecting all the asymmetric terms, we can express all of it as

\[ H_{\text{int, asym}} = \sqrt{2} G_F L, \quad (2.20) \]

where the lepton asymmetry is

\[ L = -\frac{1}{2}(n_\nu - n_{\bar{\nu}}) + \frac{1}{2}(1 - 4 \sin^2 \theta_W)(n_p - n_{\bar{p}}) - \frac{1}{2}(1 - 4 \sin^2 \theta_W)(n_e^- - n_{e^+}) \]

\[ + G_e(n_{e^-} - n_{e^+}) + \int d\mathbf{q} \left\{ G_S \text{Tr}(\rho(\mathbf{q}) - \bar{\rho}(\mathbf{q}))G_S \right\} + G_S(\rho(\mathbf{q}) - \bar{\rho}(\mathbf{q}))G_S \]. \quad (2.21)

With this definition of the lepton asymmetry, we include the contributions from the baryons as well as contribution from the leptons, but most often the baryon contribution will be insignificant in the early Universe.

In supernovae, there is a large surplus of protons, neutrons, and electrons compared to the antiparticles, but we will only consider oscillations between standard model neutrinos which means that the potential from neutrons and protons is unimportant. Similarly, can we neglect the contribution from the electrons in Equation (2.16), and combining this with the background contribution from the neutrinos themselves, we end up with

\[ H_{\text{int, asym}} = \sqrt{2} G_F (n_{e^-} - n_{e^+}) + \sqrt{2} G_F \int d\mathbf{q} (\rho(\mathbf{q}) - \bar{\rho}(\mathbf{q})), \quad (2.22) \]

where we have neglected the symmetric parts of the potential as they are suppressed by \( m_Z^2 \) or \( m_W^2 \) compared to the asymmetric parts. Furthermore, we have used that \( G_S \) is the identity matrix and the trace part of the neutrino background is the same for all the neutrinos and therefore unimportant.

### 2.2.4 Collision term

The coherent forward scattering processes that we have just discussed are important in all of the places where neutrinos oscillate in interesting ways, and the incoherent scattering processes described by the collision term can often be ignored. However, in some environments, the density is so large that the incoherent scatterings are also important, and some of the associated complications will now be introduced.

In general, the collision term can be expected to be more complicated than the forward scatterings as it is a second order effect whereas the forward scattering is only first order in the Fermi constant. This is indeed the case if one attempts to write them out in terms of matrix products similar to Equation (2.17), but it turns out that integrated versions of the full expressions give quite good approximations as we will see in Chapter 3. Starting with the general expression, it can be written in the compact form [45, 59]

\[ C[\rho_{ij}] = \pi \mathcal{V} \left[ k', l'|m', n' \right] \mathcal{V} \left[ k, l|m, n \right] \delta_E(k', l'|m', n') \]

\[ \left[ \rho_{n't} \rho_{m'k} (\delta_{mk'} - \rho_{mk'}) (\delta_{il'} - \rho_{il'}) - \rho_{mk} \rho_{n'k} (\delta_{km'} - \rho_{km'}) (\delta_{n'l} - \rho_{n'l}) \right] \delta_{nj} \]

+ complex conjugate, \quad (2.23)

where the indices indicate the various particles and summation over all indices except for \( i \) and \( j \) is implied. In this expression, \( \mathcal{V} \) contains the matrix element for each
process\textsuperscript{5}, \( \delta_E \) is a Dirac delta function in energy, \( \delta_{xy} \) is the Kronecker delta function, and \( \rho_{xy} \) is the density matrix correlator between \( x \) and \( y \). As we assume no correlation between the oscillating neutrinos and the background, many of the matrix elements are zero, and even more terms can be discarded as the processes are unphysical, and the corresponding matrix elements are zero.

We will only be concerned about the collisional term for oscillations between one active, \( \nu_\alpha \) and one sterile neutrino, \( \nu_s \), and in this case, the collision term turns out to separate nicely into different parts,

\[
C[\rho] = \mathcal{R}[\rho] + \mathcal{D}[\rho].
\] (2.24)

The first part describes the equilibration of the active neutrino, and the second part describes the loss of coherence when the neutrinos interact with the background. If Pauli blocking is neglected, and most of the distributions are assumed to be equilibrium distributions, we get the simple integrated expressions \([46, 58, 60]\)

\[
\mathcal{R}[\rho_{\alpha\alpha}] = C_\alpha G_F^2 p T^4 (f_{\text{eq}} - \rho_{\alpha\alpha}),
\] (2.25)

\[
\mathcal{D}[\rho_{ij}] = -\frac{1}{2} C_\alpha G_F^2 p T^4 \rho_{ij},
\] (2.26)

where \( C_\alpha \approx 1.27 \), \( C_\mu/T \approx 0.92 \), and \( j \neq i \). It is possible to make other and better approximations to the full expression in Equation (2.23), but this discussion will be postponed to Chapter 3, and the approximations in Equation (2.25) and (2.26) will be used for all other chapters where collisional effects are considered.

### 2.2.5 Two neutrino case

A model with \( n \) neutrinos requires a \( n \times n \) density matrix to describe all the oscillations, but it is often possible to capture the essential part of the phenomena using only two oscillating neutrinos and a corresponding \( 2 \times 2 \) density matrix. This simplifies the problem significantly, and allows an expansion of the density matrix in terms of Pauli spin matrices, \( \sigma \).

\[
\rho = \frac{f_0(p)}{2} (P_0 + \mathbf{P} \cdot \sigma),
\] (2.27)

where \( f_0(p) = 1/(1 + e^{p/T}) \), and correspondingly for the antineutrinos. With this parametrisation and neglecting the collision terms, the QKE from Equation (2.10) can be expressed as

\[
L[\mathbf{P}] = \mathbf{V} \times \mathbf{P}
\]

\[
L[P_0] = 0.
\] (2.28)

Here, \( \mathbf{V} \) is the potential which can be calculated from the Hamiltonians \( H_{\text{vac}} \) and \( H_{\text{int}} \). The formulation in terms of polarisation vectors highlights the similarity between neutrino oscillations and a spherical pendulum. This is especially useful in the outer parts of a supernova, where the collision terms are negligible, and Equation (2.28) provide a good description of the oscillations \([49]\). In the early Universe, this analogy is less useful, but it still puts the equations on a nice form.

\textsuperscript{5}The full expression is given in Chapter 3.
When reformulating the Hamiltonian as the vector $\mathbf{V}$, we find that

$$H - \frac{1}{2} \text{Tr}(H) = \frac{1}{2} \begin{pmatrix} V_x & V_x - iV_y \\ V_x + iV_y & -V_z \end{pmatrix},$$

(2.29)

where the factor of $\frac{1}{2}$ accounts for the transition from the commutator formulation in Equation (2.10) to the cross product formulation in Equation (2.28). Using this new parametrisation, the vacuum term gives

$$V_x = \frac{\delta m^2}{2p} \sin 2\theta, \quad V_z = -\frac{\delta m^2}{2p} \cos 2\theta.$$  

(2.30)

Similarly, the forward scattering Hamiltonian can be reformulated, and for the non-neutrino background, it turns out that the only contribution is to the $z$-component of $\mathbf{V}$.

$$V_z = -H_{\text{int, } \nu_a} + H_{\text{int, } \nu_b},$$

(2.31)

where $\nu_a$ and $\nu_b$ are the first and second oscillating neutrino respectively. For the neutrino background, it is a bit more complicated as there can be correlations between the oscillating neutrinos, and this introduces off-diagonal terms. The matrix structure of Equation (2.17), describing the neutrino background potential, ensures that there are no off-diagonal terms if the oscillations are between an active and a sterile neutrino, and in that case, Equation (2.31) is also valid for the neutrino background. However, for active-active oscillations, the picture is more complicated, and we will consider this case when it is relevant.

In the early Universe, collisions are important, and we need to include the collision term. This is quite complicated in the most general form, but for active-sterile neutrino oscillations, it simplifies significantly as mentioned in the previous section. In this case, we can write the equations on the form

$$L[\mathbf{P}] = \mathbf{V} \times \mathbf{P} + \frac{R}{f_0} \hat{z} - DP_T,$$

$$L[P_0] = \frac{R}{f_0},$$

(2.32)

where $R$ and $D$ are the collision terms describing repopulation and damping, and $P_T = P_x\hat{x} + P_y\hat{y}$ is the transverse part of the polarisation vector $\mathbf{P}$. $R$ and $D$ can be directly derived from the approximate expressions in Equation (2.25) and (2.26), and in this case they give

$$R = C_\alpha G_F^2 p T^4 \left( f_{\text{eq}} - \frac{f_0}{2} (P_0 + P_z) \right),$$

$$D = \frac{1}{2} C_\alpha G_F^2 p T^4.$$  

(2.33)

(2.34)

When these terms are important, it can be an advantage to take a step back and get rid of $P_0$ and $P_z$ in favour of two variables that directly relate to the active and sterile component. This can be done by defining $P_a = P_0 + P_z$ and $P_s = P_0 - P_z$, but now the resulting parametrisation resembles the density matrix quite a lot.
Like the Pauli matrices were used as the basis for a two times two matrix here, it is also possible to use Gell-Mann matrices for three times three matrices. This means that the formalism used here can also be developed for three oscillating neutrinos [60], but the most common approach is to stay in the density matrix language when dealing with more than two oscillating neutrinos.

2.3 The expanding Universe

The Universe is homogeneous and isotropic on very large scales even today. The structures that we observe around us such as the Earth, the Sun, the Milky Way and the Local Group originate in small inhomogeneities that have grown under the influence of gravity and eventually also affected by the electromagnetic force.

In the first few seconds after Big Bang, the inhomogeneities were very small on all scales, and they can be ignored to a very good approximation when considering neutrino oscillations in the early Universe. This leaves an assumption of a perfectly homogeneous and isotropic plasma which is furthermore neutral, and therefore gravity is the only important long range force.

The gravitational force is described by general relativity where time and space are treated on equal footing. However, when we look at the Universe, we find that it is expanding, and this can be described by using the Friedmann-Robertson-Walker-Lemaitre metric

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu, \quad g_{\mu\nu} = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & a^2 & 0 & 0 \\ 0 & 0 & a^2 & 0 \\ 0 & 0 & 0 & a^2 \end{pmatrix},$$

where $a$ is the scale factor and summation over repeated indices is implied with $\mu$ and $\nu$ taking the values 0, 1, 2, and 3 representing the time coordinate and the three space coordinates.

This is not as such a statement about gravity and General Relativity, but rather a certain way to parametrise space-time. The gravity comes into play, when we wish to describe the relationship between energy density and space-time, and this requires the Einstein equation

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu}. \quad (2.36)$$

The left hand side of the equations is the Einstein tensor $G_{\mu\nu}$ which depends on the Ricci tensor, $R_{\mu\nu}$, the metric and the Ricci scalar, $R \equiv g^{\mu\nu} R_{\mu\nu}$. On the right hand side, we have the gravitational constant, $G$, and the energy-momentum tensor, $T_{\mu\nu}$. The Ricci tensor, and hence also the Ricci scalar, can be computed from the metric. The 00 component of $T_{\mu\nu}$ is just the energy density, $u$, and computing the left hand side gives the Friedmann equation [61]

$$\left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G u}{3}. \quad (2.37)$$

This gives the scale factor as a function of time, given that we know how $u$ depends on $a$. That relationship can be derived from the covariant continuity equation

$$\frac{\partial u}{\partial t} + \frac{\dot{a}}{a} (3u + 3P) = 0, \quad (2.38)$$
2.3 The expanding Universe

where $\mathcal{P}$ is the pressure. Therefore, we need to know the relationship between energy density and pressure for the plasma where we wish to consider neutrino oscillations, and hence we also need the interesting temperature range.

The three normal neutrinos are in thermal equilibrium with the other particles at high temperatures in the early Universe, and therefore the main consequence of neutrino oscillations is to excite sterile neutrinos if they exist. This excitation has two main consequences. The first one is of course that a new particle is present in the Universe, but if the normal neutrinos are coupled to electrons and positrons when the oscillations happen, it will also lead to an over all increase in the energy density of radiation. For this reason, we are looking for the temperature range where the neutrinos decouple.

Neutrinos decouple from the electron-photon plasma when the scattering rate falls below the Hubble expansion rate, $H = \dot{a}/a$. This turns out to happen at a temperature of $\sim 1\text{MeV}$, which means that the QCD-transition has already happened, muons and pions have annihilated, while electrons and positrons are still relativistic. Hence, every species contributing significantly to the energy density of the Universe can be treated as radiation, although electrons and positrons start to annihilate just below $1\text{MeV}$.

Having a Universe filled with radiation means that the energy density and pressure is related as $\mathcal{P} = \frac{1}{3}u$. As a result, Equation (2.38) can be solved by

$$u \propto a^{-4},$$

which corresponds to the decrease in energy for the individual particle combined with the dilution of the number density as the Universe expands. With this relationship, it is possible to relate the scale factor and the time uniquely given the knowledge about how many particles contribute to the energy density.

2.3.1 Deriving a variable

The simple relationship between time and scale factor which can be found from Equation (2.37) and (2.39) means that we can choose either as our free variable when solving the QKE. The QKE is expressed as derivatives of time, but the simple transformation

$$\frac{\partial}{\partial t} = \frac{\partial a}{\partial t} \frac{\partial}{\partial a},$$

means that they are easy to transform to derivatives of $a$. However, as already mentioned, the energy of a particle is inversely proportional to the scale factor, and this relationship carries over to the temperature. Therefore, it is possible to get rid of both the scale factor and the time, and express the equations as derivatives of temperature. For doing this, we need to know the derivative of $T$ with respect to $t$

$$\frac{\partial T}{\partial t} = \frac{\partial T}{\partial a} \frac{\partial a}{\partial t} = -\frac{T}{a} \dot{a} = -TH.$$ (2.40)

This formulation is convenient as we already need to know the temperature of the Universe in order to calculate several of the quantities in the QKE, while the scale factor and time never appears explicitly. Nonetheless, we still need to know the Hubble expansion rate which can be found from the Friedmann equation (2.37). Knowing the temperature, the energy density is given by

$$u = \int_0^\infty \frac{d^3 \mathbf{p}}{(2\pi)^3} \mathcal{P} f(p) = g_i \frac{\pi^2}{30} T^4,$$ (2.41)
where \( f(p) \) is the distribution function and \( g_i \) is the number of degrees of freedom for bosons, while it is the number of degrees of freedom times \( 7/8 \) for fermions.

During the epoch just above \( T = 1 \text{MeV} \), the photons are the only bosons, and they contribute with one degree of freedom for each spin state. Similarly, the electrons and positrons both contribute with one degree of freedom for each helicity state, while the neutrinos only have one helicity state each. The total of the contributions are

\[
g_* = 2 + \frac{7}{8}(2 + 2 + 3 + 3) = 10.75. \tag{2.42}
\]

At higher temperatures, the muon, pion and eventually all the quarks should also be included, while at temperatures below \( \sim 0.3 \text{MeV} \), the electrons and positrons have annihilated, leading to lower values of \( g_* \).

### 2.4 Numerical methods

The equations that we want to solve are formulated as ordinary differential equations, which in a quite general form can be written as

\[
\frac{dy}{dt} = G(t, y),
\]

where \( y \) is a vector of the variables that we wish to follow. For illustrating the numerical methods, we will only consider one variable, and the equation can be expressed by a simple function

\[
\frac{dy}{dt} = g(t, y).
\]

The most common methods to solve these equations numerically, called forward methods, evaluate \( g(t, y(t)) \) at some points and estimate \( y(t + \Delta t) \) based on these points and on the value of \( y(t) \). One example of this is the Euler method:

\[
y(t + \Delta t) = y(t) + g(t, y(t)) \Delta t. \tag{2.44}
\]

For stiff ODEs these methods do, however, not perform well, and the step size \( \Delta t \) must be chosen to be very small. It is hard to give a precise definition of a stiff problem, but one characteristic is that the problems often involve very different timescales, and another characteristic is that the solution is very stable thus making the forward methods overshoot as it tries to compensate for every little deviation from the stable solution. A way to handle these problems is to use an implicit method. One of the simplest implicit methods is the implicit Euler:

\[
y(t + \Delta t) = y(t) + g(t + \Delta t, y(t + \Delta t)) \Delta t. \tag{2.45}
\]

To take a step with this method it is necessary to solve a set of equations, and this makes each step more demanding computationally than for the Euler method. The advantage is that \( \Delta t \) can be chosen much larger with the same error tolerance and without spoiling the solver stability. In order to understand what is meant by solver stability, let us consider the simple equation

\[
\frac{dy}{dt} = \lambda y. \tag{2.46}
\]
The analytic solution to this equation is a simple exponential function \( y(t) = a_1 e^{\lambda t} \), but solving the equation numerically highlights the general problem of stiff equations. For \( \text{Re}(\lambda) < 0 \), the solution should converge quickly towards zero for large \( t \), but this is not always the case. If we consider a fixed step size \( \Delta t \), the Euler method gives

\[
y(t + \Delta t) = y(t)(1 + \lambda \Delta t).
\]

Iterating this procedure, it is obvious that any value of \( \lambda \) with a real part smaller than \(-1/\Delta t\) will lead to a diverging sequence, very different from the exponentially decaying analytic solution. On the other hand, the implicit Euler method gives the equation

\[
y(t + \Delta t) = y(t) + \lambda y(t + \Delta t)\Delta t
\]

which can be solved to give

\[
y(t + \Delta t) = y(t)/(1 - \lambda \Delta t).
\]

This expression can be iterated indefinitely without diverging for any \( \lambda \) with a negative real part, and therefore the implicit Euler method is said to be a stable solver. This concept can be refined further by introducing different kinds of stability criteria, but we will not discuss it further here.

While the implicit Euler method is stable, it is also only a first order method which means that the step size needs to be small in order to keep down the error in every step. For the solution of the QKE, we instead use a numerical differentiation formulae of order 1-5 (ndf15) devised by Shampine and Reichelt [62], which uses higher order estimates, but is still stable in the sense of solving Equation (2.46) reliably if the order is reduced to 2. Another method which we will use in some cases and as a control is the RADAU5 method. It is based on an implicit Runge-Kutta method, and is stable even though it is a fifth order method which should allow it to take longer steps. The disadvantage of RADAU5 compared to ndf15 is that the higher order gives rise to a larger system of equations which must be solved for every step, making each step approximately five times more expensive to evaluate. Hence it is not obvious which method will perform better in a given situation, and this can only be learnt by running them. Both these higher order methods were implemented by Thomas Tram, and they are described further in his thesis [63], where he also discusses their stability in more detail.
Full collision term

The QKEs have been well established for a long time, and they have been solved in numerous cases for many different models both for the early Universe and for supernova neutrinos. However, the collision term is usually treated in a relaxation time approximation based on equilibrium distributions if it is included at all. This is in stark contrast to the Boltzmann treatment of neutrino decoupling, where the first calculations including a dynamical collision term were performed two decades ago [64, 65].

One of the commonly used approximations is to neglect Pauli blocking. This approximation on its own induce errors in the order of 10% [60] when doing a pessimistic estimate, and on top of this comes the assumption of equilibrium distributions that is necessary for the evaluation of the collision integrals before the QKEs are solved. This level of errors should be compared to the latest values from the Planck sattelite, which gives a relative relativistic energy density of $N_{\text{eff}} = 3.04 \pm 0.18$ [21]. Given that future observations of especially large scale structures will give even more precise values, it is timely to improve the treatment of collisions when considering models which depend crucially on neutrino oscillations.

In the paper presented in the next section, we have solved the QKEs for one active and one sterile oscillating neutrino with the full collision term calculated at every temperature. In doing this, we attempt to reduce the number of integrals that must be performed during the QKE integration by reducing them analytically and prepare tables when possible. Apart from including all the appropriate Pauli blocking terms, we also investigate the influence of the electron mass on the calculations. The results are compared to two different approximation schemes often used in the literature, and we find that they have different forces and weaknesses. The over all conclusion is that the error in general is smaller than the naive estimate from Pauli blocking would suggest, but also that there are deviations — especially for low conversion temperatures. In order to improve on this, we present a new approximation which captures much more of the physics. Finally, our calculations confirm what was already shown using the approximate approaches: A sterile neutrino with a mass of 1eV and a mixing of order 10% becomes fully thermalised in the early Universe. Compared to the published version of the paper, the introduction has been removed as the content has been covered here and in the general introduction.
3 Full collision term

3.1 Active–sterile neutrino oscillations in the early Universe with full collision terms

Steen Hannestad, Rasmus Sloth Hansen, Thomas Tram and Yvonne Y. Y. Wong [5]

Sterile neutrinos are thermalised in the early Universe via oscillations with the active neutrinos for certain mixing parameters. The most detailed calculation of this thermalisation process involves the solution of the momentum-dependent quantum kinetic equations, which track the evolution of the neutrino phase space distributions. Until now the collision terms in the quantum kinetic equations have always been approximated using equilibrium distributions, but this approximation has never been checked numerically. In this work we revisit the sterile neutrino thermalisation calculation using the full collision term, and compare the results with various existing approximations in the literature. We find a better agreement than would naively be expected, but also identify some issues with these approximations that have not been appreciated previously. These include an unphysical production of neutrinos via scattering and the importance of redistributing momentum through scattering, as well as details of Pauli blocking. Finally, we devise a new approximation scheme, which improves upon some of the shortcomings of previous schemes.

3.1.1 Quantum kinetic equations

We consider oscillations between an active neutrino flavour $\nu_\alpha$, where $\alpha = e, \mu$ or $\tau$, and a sterile flavour $\nu_s$ in an ensemble of neutrinos in the early universe. The density matrices $\rho(k)$ encode the flavour content and coherence of the ensemble, and are conveniently expressed in terms of polarisation vectors $(P_0(k), P(k))$, i.e.,

$$\rho(k) = \begin{pmatrix} \rho_{\alpha\alpha}(k) & \rho_{\alpha s}(k) \\ \rho_{s\alpha}(k) & \rho_{ss}(k) \end{pmatrix} = \frac{1}{2} f_0(k) [P_0(k) \mathds{1} + P(k) \cdot \sigma],$$

where $f_0(k)$ denotes a reference phase space density, which we take here to be the relativistic Fermi–Dirac distribution with vanishing chemical potential, and $\sigma = \{\sigma_x, \sigma_y, \sigma_z\}$ are the Pauli matrices. In this convention the active and sterile neutrino phase space distributions are given, respectively, by

$$f_{\nu_\alpha}(k) = \frac{1}{2} [P_0(k) + P_z(k)],$$

$$f_{\nu_s}(k) = \frac{1}{2} [P_0(k) - P_z(k)],$$

and the QKEs that govern their evolution can be written as [45, 60]

$$\dot{P}(k) = V(k) \times P(k) + \frac{R_\alpha(k)}{f_0(k)} \hat{z} - D(k) P_T(k),$$

$$\dot{P}_0(k) = \frac{R_\alpha(k)}{f_0(k)}.$$

---

1This article was first published in Journal of Cosmology and Astroparticle Physics by IOP Publishing and SISSA, which maintains the Version of Record

2Henceforth we shall reserve $f_0$ to denote exclusively the relativistic Fermi–Dirac distribution with zero chemical potential, and use $f_{eq}$ to indicate an equilibrium distribution of a nonspecific form.
Here, $V(k) = V_x(k) \varepsilon + V_z(k) \varepsilon$ contains the vacuum oscillation term as well as the matter potential from forward scattering, and the components are given respectively by

$$V_x(k) = \frac{\delta m^2}{2k} \sin 2\theta,$$

$$V_z(k) = -\frac{\delta m^2}{2k} \cos 2\theta - \frac{7\pi^2 G_F}{45\sqrt{2} M_Z^2} k T^4 (n_{\nu_e} + n_{\bar{\nu}_e}) g_\alpha,$$  \hspace{1cm} (3.3)

where $G_F$ is the Fermi constant, $M_Z$ the mass of the $Z$ boson, $n_i$ the number density normalised to the equilibrium value, $g_\mu/\tau = 1$, and $g_e = 1 + 4\sec^2 \theta_W/(n_{\nu_e} + n_{\bar{\nu}_e})$ with the Weinberg angle $\theta_W$. Finally, $R_\alpha(k)$ and $D(k)$ are respectively the repopulation and damping terms, which we describe in more detail in Section 3.1.1.1. As we assume a vanishing lepton asymmetry, the same QKEs apply to both neutrinos and antineutrinos, and $n_{\nu_e} = n_{\bar{\nu}_e}$.

### 3.1.1.1 Repopulation and damping

The repopulation and damping terms are integrals over the matrix elements for annihilation and elastic scattering processes. Beginning with equation (24) of [45], which includes Pauli blocking and appears also in [59], we find these integrals to be

$$R_\alpha(k) = 2\pi \int d\Pi_k d\Pi'_p d\Pi_p \delta_E(kp|k'p') \times \sum_i \mathcal{V}^2[\nu_\alpha(k), \bar{\nu}_\alpha(p)|i(k'), i(p')] \left[ f_i(E_{k'}) f_j(E_{p'})(1 - f_{\nu_\alpha})(1 - f_{\bar{\nu}_\alpha}(p))$$

$$- f_{\nu_\alpha}(k)f_{\bar{\nu}_\alpha}(p)(1 - f_i(E_{k'}))(1 - f_j(E_{p'})) \right] + \sum_j \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')] \left[ f_{\nu_\alpha}(k') f_j(E_{p'})(1 - f_{\nu_\alpha}(k))(1 - f_j(E_p))$$

$$- f_{\nu_\alpha}(k)f_j(E_p)(1 - f_{\nu_\alpha}(k'))(1 - f_j(E_{p'})) \right],$$  \hspace{1cm} (3.4)

and

$$D(k) = \pi \int d\Pi_k d\Pi'_p d\Pi_p \delta_E(kp|k'p') \times \sum_i \mathcal{V}^2[\nu_\alpha(k), \bar{\nu}_\alpha(p)|i(k'), i(p')] \left[ f_i(E_{k'}) f_j(E_{p'})(1 - f_{\bar{\nu}_\alpha}(p))$$

$$+ f_{\nu_\alpha}(p)(1 - f_i(E_{k'}))(1 - f_j(E_{k'})) \right] + \sum_j \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')] \left[ f_{\nu_\alpha}(k') f_j(E_{p'})(1 - f_{\nu_\alpha}(k))(1 - f_j(E_p))$$

$$+ f_j(E_p)(1 - f_j(E_{p'}))(1 - f_{\nu_\alpha}(k')) \right],$$  \hspace{1cm} (3.5)

where we have used the shorthand $d\Pi_p \equiv d^3 p/(2\pi)^3$, $\delta_E(kp|k'p') \equiv \delta^{(3)}(E_k + E_p - E_{k'} - E_{p'})$ is the 1D Dirac delta function, the summation index $i$ runs over all spectator neutrino flavours (i.e., $\nu_\beta$ where $\beta \neq \alpha$) and the electron, while $j$ runs in addition over all their antiparticles as well as the oscillating neutrino and antineutrino. The terms $\mathcal{V}^2$ are

$$\mathcal{V}^2[a(p), b(k)|c(p'), d(k')] = (2\pi)^3 \delta^{(3)}(k + p, k' + p') N_a^2 N_b^2 N_c^2 N_d^2 \times S |M|^2(a(p), b(k)|c(p'), d(k')),$$  \hspace{1cm} (3.6)
where \( N_i = \sqrt{1/2E_i} \),\(^3\) \( E_i \) denotes the energy of particle \( i \), and the squared matrix element for the forward process \( a(p)b(k) \to c(p')d(k') \), summed (but not averaged) over initial and final spins, and symmetrised over identical particles in the initial and the final state is \( S|M|^2(a(p),b(k)|c(p'),d(k')) \). If two \( \nu \)'s are present in the initial state, then \( |S|M|\) must additionally be multiplied by 2 to account for the fact that \( \nu_\alpha(k)\nu_\alpha(p) \to \ldots \) and \( \nu_\alpha(p)\nu_\alpha(k) \to \ldots \) constitute two identical processes.

The first part of both the repopulation and the damping integrals (3.4) and (3.5) pertains to annihilation processes, while the rest describes scattering processes. The repopulation integral (3.4) incorporates Pauli blocking in the form of additional multiplicative factors of the form \((1 - f_j)\) for every particle \( j \) in the final state of both the forward and reverse processes, and conforms with expectations. For the damping integral (3.5), however, Pauli blocking enters in a way that may not be entirely intuitive. Compared to the expression used by McKellar and Thomson [45],

\[
D(k) = \pi \int d\Pi_k \int \Pi_p \delta_E(kp|k'p') \\
\times \sum \nu^2[\nu_\alpha(k),\bar{\nu}_\alpha(p)|i(k'),\bar{i}(p')] f_\nu_\alpha(p) + \sum j \nu^2[\nu_\alpha(k),j(p)|\nu_\alpha(k'),j(p')]/f_j(E_p),
\]

(3.7)

we find two modifications for each interaction process: one additional term (the “first term”) and new multiplicative factors in the second term. In terms of the evolution of the density matrix \( \rho \), Pauli blocking enters the equation of motion as a multiplicative matrix factor of the form \( \delta_{ij} - \rho_{ij} \) (see equation (24) of [45]). The appearance of the first term can be traced to the off-diagonal part of this matrix factor, while the second term includes a factor from the matrix diagonal. Because the two corrections differ in sign, they cancel one another to some extent.

A naive introduction of Pauli blocking into the damping integral (3.5) might lead one to miss the first term, which would result in an underestimation of the damping. However, as it turns out, the negative correction contained in the second term dominates anyhow when using equilibrium distributions, so that the effect of Pauli blocking is similar to what would naively be expected, albeit smaller.

In appendix 3.1.A we evaluate the repopulation and damping integrals (3.4) and (3.5) using the technique described by Hahn-Woernle, Plümacher and Wong [66]. With this approach we can reduce the nine-dimensional integral to three dimensions. Of these it is possible to perform one integral analytically, but the remaining two must be calculated numerically.

### 3.1.1.2 Approximation schemes

The customary way to treat the collision terms is to assume most of the particles to be in equilibrium with the background photons. This simplifies the integrals so that solving the final expression is less numerically demanding. Assuming that Pauli blocking can be neglected and that all species follow equilibrium distributions except for the one being repopulated, the repopulation and damping terms evaluate in what we shall call

\(^3\)The prefactor \( N_i = \sqrt{1/2E_i} \) used here differs from the definition in [45] due to the normalisation of the Dirac spinor. Our choice of normalisation gives the completeness relations \( u(p_i)\bar{u}(p_i) = \frac{1}{2} + m_i \) and \( v(p_i)\bar{v}(p_i) = \frac{1}{2} - m_i \).
the equilibrium approximation \[46, 48, 60\] to

\[
R_{\text{eq}}(k) = \Gamma \left( f_0 - \frac{f_0}{2} (P_0 + P_z) \right),
\]

\[
D_{\text{eq}}(k) = \frac{1}{2} \Gamma,
\]

where \( \Gamma = C_\alpha G_F^2 x T^5 \), with \( x = k/T \), \( C_\alpha \approx 1.27 \), and \( C_{\mu,\tau} \approx 0.92 \) \[46, 58, 67\]. While this expression makes intuitive sense in terms of bringing the distribution towards equilibrium and coincides with the relaxation time approximation commonly found in the Boltzmann transport literature, it can also be derived from a firmer basis \[45, 60\].

An alternative approximation scheme is that introduced by Chu and Cirelli \[68\] (CC approximation), which is based on a second quantised approach \[56\]. Here, the combined collision (damping and repopulation) term is \[55, 68\]

\[
\dot{\rho}_\text{coll}(k) = -\frac{G_F^2 T^5}{2} \frac{k}{\langle k \rangle} \left( \left\{ G_s^2, \rho - \rho^0 \right\} - 2G_s (\rho - \rho^0) G_s \right)
\]

\[
+ \left\{ G_a^2, \rho - \rho^0 \right\} + 2G_a (\bar{\rho} - \bar{\rho}^0) G_a \right),
\]

where \( G_{s,a} = \text{diag} \left( \gamma_{s,a}^\alpha, 0 \right) \), with \( (\gamma_{s}^e)^2 = 3.06 \) and \( (\gamma_{a}^{\mu,\tau})^2 = 2.22 \) for scattering processes, and \( (\gamma_{a}^s)^2 = 0.50 \) and \( (\gamma_{a}^{\mu,\tau})^2 = 0.28 \) for annihilations \[68\], \( \langle k \rangle \approx 3.15 T \) is the average momentum, and \( \rho^0 \equiv f_0 \). The CC approximation was originally applied in \[68\] to the momentum-averaged quantum rate equations, and to adapt it for the momentum-dependent quantum kinetic equations we have had to scale Equation (3.10) by a factor \( k/\langle k \rangle \) \[55\] to approximate the momentum dependence. Evaluating the matrix products, we find

\[
\dot{\rho}_\text{coll}(k) = -\frac{1}{2} G_F^2 T^5 \frac{k}{\langle k \rangle} \left( \frac{4(\gamma_{s}^2)(\rho_{\alpha\alpha} - \rho_{0\alpha})}{(\gamma_{s}^2)^2 + (\gamma_{a}^2)^2} \right) \rho_{\alpha\alpha}
\]

\[
+ \frac{(\gamma_{s}^2)^2 + (\gamma_{a}^2)^2}{2} \rho_{\alpha\alpha} \right),
\]

which can be further recast as expressions for repopulation and damping,

\[
R_{\text{CC}}(k) = 2G_F^2 T^5 \frac{x}{3.15} (\gamma_{s}^2)^2 \left( f_0 - \frac{f_0}{2} (P_0 + P_z) \right),
\]

\[
D_{\text{CC}}(k) = \frac{1}{2} G_F^2 T^5 \frac{x}{3.15} \left( (\gamma_{s}^2)^2 + (\gamma_{a}^2)^2 \right),
\]

compatible with Equation (3.2).

Repopulation

Observe that in the CC approximation only the annihilation processes contribute to the repopulation term (3.12). This approximation is reasonable for the momentum-averaged quantum rate equations where the expression was first used, but is not strictly correct in the momentum-dependent quantum kinetic equations where elastic scattering processes is also expected to contribute to the equilibration of individual momentum bins. The equilibrium approximation (3.8) on the other hand does take into account scattering
processes. However, in doing so, it also sacrifices the principle of detailed balance in that scattering processes can only redistribute momentum but not repopulate a momentum bin without reference to the population of other bins. A better solution would be to separate the two contributions, but this would require a more advanced treatment than a simple relaxation towards one equilibrium distribution.

Here, we develop a new repopulation approximation scheme that keeps the annihilation and scattering terms separate. We call this the A/S approximation. Looking first at annihilations, the full expression for $\nu_\alpha \bar{\nu}_\alpha$ annihilation into $a$ and $\bar{a}$ is an integral over $(f_a f_{\bar{a}} - f_{\nu_\alpha} f_{\bar{\nu}_\alpha})$, where we have ignored Pauli blocking factors. In the equilibrium approximation, it is assumed that $f_i \approx f_0$ for all particles $i = a, \bar{a}, \bar{\nu}_\alpha$ but $\nu_\alpha$. For $a$ and $\bar{a}$ this is a good assumption. For $\bar{\nu}_\alpha$, however, we know that it overestimates $f_{\bar{\nu}_\alpha}$ if $n_{\bar{\nu}_\alpha} < 1$. Thus, to compensate for the depletion of $\bar{\nu}_\alpha$, we adopt $f_{\bar{\nu}_\alpha} \approx n_{\nu_\alpha} f_0$ (remembering that $n_{\bar{\nu}_\alpha} = n_{\nu_\alpha}$) in the annihilation part of the A/S approximation, while keeping $f_i = f_0$ for $i = a, \bar{a}$.

For the scattering processes on the other hand, we must take care to preserve the neutrino number density at all times. We accomplish this in two ways, depending on whether the scattering process involves energy and momentum exchange between the $\nu_\alpha$ population and an external bath.

1. **Nonzero energy and momentum exchange.** Scattering processes involving electrons, positrons and spectator neutrinos $(-\nu_\beta)$, all of which are assumed to be in equilibrium with the photons, serve to drive the $\nu_\alpha$ population to a thermal distribution with temperature equal to the photon temperature $T$. We therefore model the process using a repopulation term of the relaxation form (3.8), but with the equilibrium distribution to which $f_{\nu_\alpha}$ relaxes replaced by

$$ f_{\text{eq, scat}} = \frac{1}{e^{\mu} + 1}, $$

(3.14)

where $\mu = \xi T$ is a pseudo-chemical potential.\(^5\) The $\xi$ parameter can be determined in practice from the condition that the scattering contribution to $\dot{n}_{\nu_\alpha}$ must be zero, or equivalently, that the third (not the second) kinetic moments of $f_{\text{eq, scat}}$ and $f_{\nu_\alpha}$ must be equal (because the collision rate is proportional to momentum).

2. **Vanishing energy and momentum exchange.** Scattering amongst $\nu_\alpha$ and $\bar{\nu}_\alpha$ conserves both the energy and number densities of the active oscillating neutrinos. Energy conservation implies that the $\nu_\alpha$ population could relax to a thermal distribution with a temperature $T_{\nu_\alpha}$ different from the photon temperature $T$, i.e.,

$$ f_{\text{eq, } \nu_\alpha} = \frac{1}{e^{k/k_{\nu_\alpha}} + 1}, $$

(3.15)

Here, $\mu_{\nu_\alpha}$ and $T_{\nu_\alpha}$ are determined from the combined condition that the scattering contributions to $\dot{n}_{\nu_\alpha}$ and $\dot{N}_{\nu_\alpha}$ must both be zero, where $N_{\nu_\alpha}$ is the energy density normalised to the equilibrium value. The former constraint is equivalent to requiring equality between the third kinetic moments of $f_{\text{eq, } \nu_\alpha}$ and $f_{\nu_\alpha}$, while the latter constraint calls for equality between the fourth moments.

\(^5\)A pseudo-chemical potential appears with the same sign for both particles and anti-particles, whereas the normal chemical potential has opposite signs for particles and anti-particles.
Thus, the full repopulation term in the A/S approximation can now be expressed as

$$\begin{align*}
R_{A/S}(k) = G_F^2 x T^5 \left\{ C_{\alpha,a} \left( f_0 - \frac{n_{\alpha} f_0}{2} (P_0 + P_z) \right) + C_{\alpha,s} \left( f_{eq, scat} - \frac{f_0}{2} (P_0 + P_z) \right) \right. \\
+ C_{\alpha,\nu} n_{\nu_\alpha} \left( f_{eq,\nu_\alpha} - \frac{f_0}{2} (P_0 + P_z) \right) \right\},
\end{align*}$$

(3.16)

where $C_{e,a} = 0.180$, $C_{e,s} = 0.718$, $C_{e,\nu} = 0.407$, $C_{\mu/\tau,a} = 0.102$, $C_{\mu/\tau,s} = 0.407$, and $C_{\mu/\tau,\nu} = 0.407$. Full expressions for the coefficients can be found in appendix 3.1.B. As it turns out, the separation of the scattering processes into vanishing and non-vanishing energy exchange with an external bath is not crucial for the accuracy of the approximation; it has been included here mainly for consistency. If it were to be abandoned, one could simply truncate Equation (3.16) at the second term, and obtain a new coefficient for the scattering term by adding together the numerical values of $C_{\alpha,s}$ and $C_{\alpha,\nu}$ given above.

Finally, note that Equation (3.16) does not accommodate a large lepton asymmetry; if one were present, it would be necessary to reexamine the assumptions behind the equilibrium approximation (3.8) and all subsequent approximations that lead to (3.16).

**Damping**

The damping term in Equation (3.5) is affected by Pauli blocking in two ways as already discussed in Section 3.1.1.1. As the negative correction dominates when considering equilibrium distributions, $D_{eq}(k)$ in the equilibrium approximation (Equation (3.9)) tends to overestimate the amount of damping. Conversely, Chu and Cirelli [68] included only the diagonal Pauli blocking terms when calculating the numerical coefficients for $D_{CC}(k)$ in Equation (3.13), thereby underestimating the damping.\(^6\)

Here, we propose to evaluate the damping integral in Equation (3.5) again with the approximations $f_i \approx f_0$ for $i \neq \nu_\alpha, \nu_\alpha$ and $f_{\nu_\alpha} = \bar{f}_{\nu_\alpha} \approx n_{\nu_\alpha} f_0$. Due to Pauli blocking, these approximations lead to a damping term that is quadratic in $n_{\nu_\alpha}$:

$$D_{A/S} = \frac{1}{2} G_F^2 x T^5 \left( n_{\nu_\alpha}^2 C_{\alpha,2} + n_{\nu_\alpha} C_{\alpha,1} + C_{\alpha,0} \right),$$

(3.17)

where $C_{\mu,2} = -0.020$, $C_{\mu,1} = 0.569$, $C_{e,0} = 0.692$, $C_{\mu/\tau,2} = -0.020$, $C_{\mu/\tau,1} = 0.499$, and $C_{\mu/\tau,0} = 0.392$, the negative $C_{\alpha,2}$ values reflecting the origin of the $n_{\nu_\alpha}$ term in the negative part of the Pauli blocking factors (expressions for the coefficients are given in appendix 3.1.B). For convenience we shall continue to call this the A/S approximation, although, unlike in the repopulation treatment, there is no strict separation between annihilation and scattering; the coefficient $C_{\alpha,1}$ is predominantly from annihilation, while $C_{\alpha,0}$ comes mainly from scattering.

Lastly, we note that it is also possible to capture some of the $k$-dependence of the coefficients by omitting the $k$-integral in the computation of the damping coefficients.
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(see appendix 3.1.B), and instead fit the result with a function of the form

$$C_{\alpha,\text{fit}} = a + b e^{-cx} - \frac{d}{x + g}, \quad (3.18)$$

where $a$, $b$, $c$, $d$, and $g$ are constants determined by the fit. This kind of expression improves the agreement between the approximation and the full treatment insofar as it reproduces the sterile neutrino spectrum with greater success than the constant coefficients. It does not however lead to significant changes in $\Delta N_{\text{eff}}$ and in the active spectrum which are often the most interesting quantities. For this reason we do not incorporate $C_{\alpha,\text{fit}}$ in the $\Lambda/S$ approximation.

3.1.1.3 Numerical implementation

We employ a modified version of the public code LASAGNA\textsuperscript{7} [1] to solve the QKEs assuming first the full collision term (3.4) and (3.5), and then in the various approximation schemes discussed above. The QKEs are solved on a fixed momentum grid, with the explicit requirement that $\mathbf{P} - \mathbf{\bar{P}} = 0$ so as to enforce a zero lepton asymmetry.

**Approximation schemes**

Implementation of the approximate collision terms is straightforward in the equilibrium and the CC approximation. In the $\Lambda/S$ approximation, however, additional root-finding routines are required to evaluate the chemical potential $\mu$ of the normal scattering term (3.14), as well as the temperature $T_{\nu\alpha}$ and chemical potential $\mu_{\nu\alpha}$ of the $\nu_{\alpha}\nu_{\alpha^{-}}$-scattering term (3.15).

The chemical potential of the normal scattering term satisfies the equation

$$\int d\Pi_k \frac{1}{e^{k/T_{\nu\alpha}} - \mu/T_{\nu\alpha} + 1} = \frac{1}{2} \int d\Pi_k k f_0(P_0 + P_z),$$

which can be solved numerically. The parameter space of the $\nu_{\alpha}\nu_{\alpha^{-}}$-scattering term, on the other hand, is two-dimensional and subject to the conditions

$$\int d\Pi_k \frac{1}{e^{k/T_{\nu\alpha}} - \mu_{\nu\alpha}/T_{\nu\alpha} + 1} = \frac{1}{2} \int d\Pi_k k^2 f_0(P_0 + P_z), \quad (3.19)$$

$$\int d\Pi_k \frac{1}{e^{k/T_{\nu\alpha}} - \mu_{\nu\alpha}/T_{\nu\alpha} + 1} = \frac{1}{2} \int d\Pi_k k^2 f_0(P_0 + P_z). \quad (3.20)$$

In order to solve for $\mu_{\nu\alpha}$ and $T_{\nu\alpha}$, we first reduce the problem to one dimension by constructing the ratio

$$\frac{(\int d\Pi_k k^2 f_0(P_0 + P_z))^{4/5}}{\int d\Pi_k k f_0(P_0 + P_z)} = \frac{\left(\int d\Pi_k k^2/(e^{k/T_{\nu\alpha}} - \mu_{\nu\alpha}/T_{\nu\alpha} + 1)\right)^{4/5}}{\int d\Pi_k k/(e^{k/T_{\nu\alpha}} - \mu_{\nu\alpha}/T_{\nu\alpha} + 1)},$$

$$= \left(2\pi^2\right)^{1/5} \frac{-24 \text{Li}_5 \left(-e^{\mu_{\nu\alpha}/T_{\nu\alpha}}\right)}{-6 \text{Li}_4 \left(-e^{\mu_{\nu\alpha}/T_{\nu\alpha}}\right)}, \quad (3.21)$$

\textsuperscript{7}Available at https://github.com/ThomasTram/lasagna_public.
using Equation (3.19) and (3.20). Here \( \text{Li}_s(z) \) denotes the polylogarithm. Since the RHS depends on \( \mu_{\nu_\alpha}/T_{\nu_\alpha} \), but not directly on \( T_{\nu_\alpha} \), Equation (3.21) can be solved immediately for \( \mu_{\nu_\alpha}/T_{\nu_\alpha} \) using a one-dimensional root-finding algorithm.

Once we have established \( \mu_{\nu_\alpha}/T_{\nu_\alpha} \), Equation (3.20) can be evaluated explicitly for the temperature \( T_{\nu_\alpha} \). We find:

\[
T_{\nu_\alpha} = \left( \frac{\int dx \, x^4 f_0(P_0 + P_x)/2}{-24\text{Li}_5 \left( -e^{-\mu_{\nu_\alpha}/T_{\nu_\alpha}} \right)} \right)^{1/5} \mu_{\nu_\alpha}/T_{\nu_\alpha},
\]

where \( T \) is the photon temperature, and again we have \( x = k/T \). Finally, we take the \( \mu_{\nu_\alpha} \) and \( T_{\nu_\alpha} \) values obtained from Equation (3.21) and (3.22), and further tune them by solving the discretised moments Equation (3.19) and (3.20) using a 2D Newton’s method initialised with these numbers. This last step ensures that the chosen \( \mu_{\nu_\alpha} \) and \( T_{\nu_\alpha} \) values do indeed satisfy conservation of number and energy densities; the untuned values might not have this desired property because of the discretisation of momentum space. In practice, however, the amount of tuning is quite small.

**Full collision term**

For the full repopulation and damping terms (3.4) and (3.5), we use the following tricks to simplify the calculations. Consider first the repopulation integral, which we split into three parts:

\[
R_\alpha = R_{\alpha,e} + R_{\alpha,\beta} + R_{\alpha,a},
\]

where the second subscript on the RHS labels the contributing processes. We use equilibrium distributions \( f_{eq} \) for the electrons and positrons in the processes

\[
\nu_\alpha(k)e^\pm(p) \rightleftharpoons \nu_\alpha(k')e^\pm(p'), \quad \nu_\alpha(k)\bar{\nu}_\alpha(p) \rightleftharpoons e^-(k')e^+(p'),
\]

which should be a good assumption as these particles are tightly coupled via electromagnetic interactions. This assumption enables the pre-evaluation (as opposed to real-time evaluation while solving the QKEs) of one of the two energy integrals in each of Equation (3.47), (3.48) and (3.50), so that the contribution of processes in Equation (3.23) and (3.24) to \( R_\alpha \) can be expressed as

\[
R_{\alpha,e}(k) = (1 - f(k)) \left( \int dE_{k'} R_{\alpha,e,s,1}(k') + \int dE_p R_{\alpha,e,a,1}(1 - f(p)) \right) - f(k) \left( \int dE_{k'} R_{\alpha,e,s,2}(1 - f(k')) + \int dE_p f(p) R_{\alpha,e,a,2} \right),
\]

with

\[
R_{\alpha,e,s,1}(k,k') = \int dE_{k'} (\tilde{R}_{\alpha,s,e^-} + \tilde{R}_{\alpha,s,e^+}) f_{eq}(E_{k'}) (1 - f_{eq}(E_p)),
\]

\[
R_{\alpha,e,a,1}(k,p) = \int dE_{k'} \tilde{R}_{\alpha,a,e} f_{eq}(E_{k'}) f_{eq}(E_p),
\]

\[
R_{\alpha,e,s,2}(k,k') = \int dE_{k'} (\tilde{R}_{\alpha,s,e^-} + \tilde{R}_{\alpha,s,e^+}) f_{eq}(E_p) (1 - f_{eq}(E_{k'})),
\]

\[
R_{\alpha,e,a,2}(k,p) = \int dE_{k'} \tilde{R}_{\alpha,a,e} f_{eq}(E_{k'}) (1 - f_{eq}(E_p)),
\]

\[\copyright 3.0 \quad \text{IOP Publishing Ltd and SISSA Medialab Srl} \]
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where the integration kernels $\tilde{R}_{\alpha,x}(k, k', p)$ encode the kinematics of the interaction processes, and can be read off Equation (3.47), (3.48) and (3.50). We note also that $p'$ is fixed by energy and momentum conservation once a combination of $k, k', p$ has been specified.

In the limit of a massless electron, $R_{\alpha,e,s,i}$ and $R_{\alpha,e,a,i}$ of Equation (3.26) scale trivially with temperature as $\propto T^4$. However, as the temperature drops below $\sim 1$ MeV, the massless electron approximation also becomes increasingly tenuous. Reinstating a nonzero electron mass significantly complicates the temperature dependence of $R_{\alpha,e,s,i}$ and $R_{\alpha,e,a,i}$; we handle this by pre-evaluating Equation (3.26) on a grid in $(k, p, T)$ (or $(k, k', T)$), which we interpolate in real time using a 3D spline when solving the QKEs.

We use the same equilibrium approximation for the spectator neutrinos $\nu_\beta$ and antineutrinos $\bar{\nu}_\beta$ in the processes

$$\nu_\alpha(k)\tilde{\nu}_\beta(p) \rightleftharpoons \nu_\alpha(k')\tilde{\nu}_\beta(p'),$$

$$\nu_\alpha(k)\bar{\nu}_\beta(p) \rightleftharpoons \nu_\beta(k')\bar{\nu}_\alpha(p'),$$

where $\alpha \neq \beta$, and $\tilde{\nu}_\beta$ are assumed to be non-oscillating. Thus $R_{\alpha,\beta}$ and the associated kernels $R_{\alpha,\beta,s,i}$ and $R_{\alpha,\beta,a,i}$ are, save for the $e \rightarrow \beta$ relabelling, formally given by Equation (3.25) and (3.26) respectively, and the corresponding expressions for $\tilde{R}_{\alpha,x}(k, k', p)$ can be read off Equation (3.43), (3.44) and (3.49). Since the massless neutrino limit always holds in our considerations, the temperature dependence of $R_{\alpha,\beta,s,i}$ and $R_{\alpha,\beta,a,i}$ is trivial, and the integrals need only be pre-evaluated on one 2D $(k, p)$ (or $(k, k')$) grid.

Finally, for those processes involving only the active oscillating neutrinos and/or antineutrinos, i.e.,

$$\nu_\alpha(k)\tilde{\nu}_\alpha(p) \rightleftharpoons \nu_\alpha(k')\tilde{\nu}_\alpha(p'),$$

we evaluate the full double integrals in Equation (3.45) and (3.46) without approximation, since the momentum distributions of $\nu_\alpha$ and $\tilde{\nu}_\alpha$ are a priori unknown quantities.

For the damping term, we see from Equation (3.4) and (3.5) that it differs from the repopulation term only in the missing factors of $f(k)$ and $1 - f(k)$. This means that the same simplifications of the repopulation integral discussed above and consequently all of the pre-evaluated integrals apply also to the damping term. For example, contribution of processes (3.23) and (3.24) to $D_\alpha$ can be expressed as

$$D_{\alpha,e}(k) = \left( \int dE_{k'} R_{\alpha,e,s,1} f(k') + \int dE_p R_{\alpha,e,a,1} (1 - f(p)) \right)$$

$$- \left( \int dE_{k'} R_{\alpha,e,s,2} (1 - f(k')) + \int dE_p f(p) R_{\alpha,e,a,2} \right),$$

(3.27)

where $R_{\alpha,e,s,i}$ and $R_{\alpha,e,a,i}$ are exactly the pre-evaluated quantities of Equation (3.26).

### 3.1.2 Numerical results

The main quantity we wish to study is the change in the energy density of neutrinos due to a sterile neutrino population,

$$\Delta N_{\text{eff}} = N_{\text{eff, s}} - 1 = \frac{120}{7\pi^4 T^4} \int dk (f_{\nu_s}(k) + f_{\bar{\nu}_s}(k)) k^3 - 1.$$  

(3.28)

This one quantity affects directly the Hubble expansion rate, making it possible to constrain $\Delta N_{\text{eff}}$ using various cosmological observations.
3.1 Active–sterile oscillations in the early Universe with full collision terms

Figure 3.1: Convergence test using the full collision term. We compare the difference in the neutrino number and energy densities between using 200 momentum bins and 40 (blue long dashed), 80 (red dot-dashed), 100 (green dashed) and 150 bins (cyan dotted).

3.1.2.1 Numerical convergence

An important concern in the solution of the QKEs is detailed balance. If detailed balance is not fulfilled, at least so to a very good approximation, it will lead to unphysical excitation of the sterile neutrinos. As discussed in Section 3.1.1.2, detailed balance depends on the implementation of and approximations applied to the repopulation term; it is violated, for example, by the equilibrium approximation already at the level of the equation.

The full repopulation term, even in the presence of simplifications introduced in Section 3.1.1.3, preserves detailed balance in principle. In practice, however, numerical solution of the QKEs using the full collision term requires that we sum over a set of discretised momentum bins at every time step. This discretisation can potentially violate detailed balance, unless the number of momentum bins is sufficiently large. In Figure 3.1, we solve the QKEs for the normalised neutrino number density $n_\nu$ and effective energy density $N_{\text{eff}}$ using the benchmark mixing parameter values $\delta m^2 = 0.1 \text{eV}^2$ and $\sin^2 2\theta = 0.025$, employing variously 40, 80, 100 and 150 bins; the outcomes are expressed relative to the 200 bin results. Beyond 80 bins, convergence towards the 200 bin results to better than 0.002 across the whole temperature range of interest is immediately manifest.

Comparing the different bin choices, the offset at high temperatures originates simply in the improved representation of the distribution function as we increase the number of bins. The additional discrepancy at $T \lesssim 10$ eV is likely to have arisen from a very small deviation from detailed balance, since this is temperature regime at
which the thermalisation process is most efficient. For the remainder of the analysis we use 100 bins which gives an absolute error of $\sim 0.001$ for the benchmark mixing parameter values. This choice is a compromise between accuracy and speed, as the evaluation of the collision integrals scales with the number of momentum bins cubed: higher resolutions rapidly become prohibitively expensive in terms of CPU time.

The full collision term sources from a variety of scattering and annihilation processes of the oscillating active neutrinos with electrons, positrons, spectator active neutrinos, and the oscillating active neutrinos themselves. Since we have computed their individual contributions explicitly, we can now also study their individual effects on the sterile neutrino thermalisation process. This is a sanity check, but also serves to gauge the level to which our implementation of repopulation conserves energy and number densities and hence fulfils detailed balance. To this end, we consider in Figure 3.2 two scenarios without annihilation, and compute the corresponding changes in the neutrino energy and number densities relative to the no-oscillation case for the benchmark mixing parameter values.

In the first scenario, we include all scattering processes (red solid and dot-dash lines) and find that the neutrino number density is conserved to an excellent degree, while the energy density drops below that of the no-oscillation case. This decrease can be understood as follows. Energy is removed from the oscillating active neutrino $\nu_\alpha$ population through conversion to sterile neutrinos beginning at the low end of
the momentum distribution. Some of these low-momentum active states are refilled from higher-momentum states through $\nu_\alpha$ scattering with electrons, positrons, and the spectator neutrinos. This effectively reduces the total energy contained in the combined active and sterile neutrino population, where the surplus energy has been absorbed into the background of $e^+, e^-$, and $\nu_\beta$.

The second scenario (blue dashed and dotted lines) consists of only scattering processes amongst the active oscillating neutrinos themselves. Number density conservation is again satisfied to a good degree. Energy density is likewise approximately conserved; this is expected, as the isolated $\nu_\alpha$ population has no contact with the background plasma with which to exchange energy. Observe that the degree of non-conservation is a larger here than in the first scenario. This is because the evaluation of the $R_{\alpha,\alpha}$ collision integrals in Equation (3.45) and (3.46) for the $\nu_\alpha\nu_\alpha$ processes are more sensitive to numerical inaccuracies owing to their nonlinear dependence on the distribution function $f_{\nu_\alpha}$ (see Section 3.1.1.3). Increasing the number of momentum bins from the canonical 100 to 150 bins (thick black dashed and dotted lines) improves the situation, although it is clear that we still do not have perfect detailed balance. Nonetheless, the induced error is small enough that we can conclude it is under control.

### 3.1.2.2 Comparison of approximation schemes

The different approximation schemes have different strengths and weaknesses as already discussed in Section 3.1.1.2. On the one hand, the equilibrium approximation has the advantage that the assumptions involved have been analysed quite extensively [60]. It also allows the scattering processes to push the distributions towards the equilibrium form as they should, albeit at the cost of sacrificing detailed balance. The CC approximation on the other hand enforces detailed balance as it prevents the same scattering processes from repopulating the active neutrino states. However, in doing so, the approximation also neglects possible refilling due to redistribution between different momentum states. With these considerations in mind, we expect the equilibrium approximation to overestimate the neutrino number and energy densities, and the CC approximation to underestimate them.

These trends are reinforced and possibly enhanced by the behaviour of the damping term in the two approximation schemes. By neglecting Pauli blocking, the equilibrium approximation overestimates the damping, while the CC approximation underestimates it through a missing positive Pauli blocking term discussed in Section 3.1.1.2. The size of the damping term has direct consequences for $\Delta N_{\text{eff}}$ as the production of the sterile neutrinos in our case is non-resonant, where the effective production rate,

$$\Gamma = \frac{1}{2} \sin^2(2\theta_m) \Gamma_{\text{collision}}, \quad (3.29)$$

is directly proportional to the damping term $\Gamma_{\text{collision}} \sim D$ and the in-matter mixing angle $\theta_m$ [69]. Thus, the larger the damping, the higher the resulting $\Delta N_{\text{eff}}$, and vice versa.

As shown in Figure 3.3, the over- and underestimation of $\Delta n_\nu$ and $\Delta N_{\text{eff}}$ in the equilibrium and CC approximations, respectively, are exactly what transpires in our numerical solutions of the QKEs for the benchmark mixing parameter values. In contrast, the A/S approximation introduced in this work takes the best of both worlds,
and, as is evident in Figure 3.3, comes much closer to the full collision treatment than both the equilibrium and the CC approximations. It is not obvious what to expect for the A/S approximation, and the fact that the resulting $\Delta N_{\text{eff}}$ and $\Delta n_\nu$ values tend towards different sides of the full solutions suggests that there is no major systematic bias.

### 3.1.2.3 Electron mass and Pauli blocking

Next we test the consequences of ignoring Pauli blocking, and of assuming $m_e = 0$ in the full collision term. As shown in Figure 3.3, the latter assumption makes no practical difference to $\Delta n_\nu$ and $\Delta N_{\text{eff}}$, since the conversion to sterile neutrinos takes place largely before electrons become nonrelativistic. Ignoring Pauli blocking, however, induces a $\sim 0.02$ absolute error as $T$ drops below $\sim 5$ MeV, smaller than the naive expectation of $\sim 10\%$ estimated from the Pauli blocking terms in the relevant momentum range [60].

Note that there is a small subtlety when ignoring Pauli blocking: detailed balance can be satisfied for Fermi–Dirac distributions only when the Pauli blocking is taken into account. Otherwise, ignoring Pauli blocking generally demands that we replace Fermi–Dirac with Maxwell–Boltzmann statistics in order to fulfil detailed balance. We would however like to continue using Fermi–Dirac distributions, and therefore choose to enforce detailed balance in a different way. For all processes of the form $a(p) + \nu_\alpha(k) \leftrightarrow b(p')c(k')$, we assume that

$$f(E_{p'})f(E_{k'}) - f(E_p)f(k) = f_{\text{eq}}(E_p)(f_{\text{eq}}(k) - f(k)).$$

(3.30)

This is also the assumption behind the equilibrium approximation, and is exact if $f(E_{p'})$, $f(E_{k'})$ and $f(E_p)$ take on the Maxwell–Boltzmann equilibrium form. Not surprisingly we see in Figure 3.3 that the equilibrium approximation solution follows the no Pauli blocking full solution quite well; the difference between them is due mainly to rounding errors in the numerical value of $C_\alpha$ in the equilibrium approximation immediately below Equation (3.9).

### 3.1.2.4 Impact on distribution functions

It is also interesting to compare the active and sterile neutrino distribution functions in the different approximations. The distribution function of the electron neutrino affects directly the weak reaction rates in BBN [55], while the division of $\Delta N_{\text{eff}}$ between $\nu_\alpha$ and $\nu_s$ have consequences for large-scale structure formation if $\delta m^2$ is significantly larger than the solar and atmospheric mass splittings [70, 71]. Figure 3.4 shows this comparison for the benchmark mixing parameters.

The first observation is that the full collision treatment gives rise to $f > f_0$ for the high-momentum active neutrinos at $T = 10$ MeV. This is not a numerical artefact, but originates in both the $\nu_\alpha\nu_\alpha$-scattering and the annihilation processes in the presence of a step-like feature at low momenta, such as that produced by oscillations here. Consider first $\nu_\alpha\nu_\alpha$-scattering. Removing neutrinos from the low momentum modes causes the energy per neutrino to increase. This in turn triggers the number and energy conserving scatterings to push the distribution towards an equilibrium with a higher effective temperature, which automatically leads to $f > f_0$. Annihilation processes on the other hand enhance $f$ via a slightly different mechanism. For processes
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**Figure 3.3**: Comparison of the full treatment (black solid lines) with the equilibrium approximation (red dot-short dash), the CC approximation (blue long dashed), and the A/S approximation (purple dot-long dash) introduced in this work. Setting $m_e = 0$ (cyan dotted) has almost no effect, while ignoring Pauli blocking in the full expression (green dashed) gives almost the same result as the equilibrium approximation.
involving only states above the step, the equilibrium is maintained. For processes such as \( \nu_\alpha(k_{\text{high}})\bar{\nu}_\alpha(p_{\text{low}}) \rightleftharpoons a(k')\bar{a}(p') \), however, the reaction will be pushed to the left because there is a deficit of \( \bar{\nu}_\alpha(p_{\text{low}}) \) relative to \( a(k') \) and \( \bar{a}(p') \). Thus, annihilation can also overproduce \( \nu_\alpha \) at high momenta, leading to \( f > f_0 \).

The A/S approximation mimics both the annihilation and the scattering effects to an extent, and is the only approximation scheme that manages to reproduce \( f > f_0 \) at \( T = 10 \) MeV, albeit only at very high momenta. The annihilation effect is captured by the \( n_{\nu_\alpha} \) factor in Equation (3.16), while the separate treatment of \( \nu_\alpha \bar{\nu}_\alpha \rightleftharpoons \nu_\alpha \bar{\nu}_\alpha \) accounts for the scattering effect. The latter constitutes the main role of the \( C_{\alpha,\nu} \) term in the A/S repopulation approximation (3.16); in contrast, the \( C_{\alpha,s} \) term with the pseudo-chemical potential \( \xi \) as the sole degree of freedom acts in the wrong direction: it becomes negative when the active sector is depleted, giving rise to a lower value of \( f \) for any choice of momentum.

Notwithstanding its success at capturing some degree of the \( f > f_0 \) phenomenon, the approximate treatment of scattering remains the main source of discrepancy between
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the full solution and the A/S approximation at $T = 10$ MeV. This is evident in figure 3.5 where we compare the distribution functions obtained assuming (i) only scattering, and (ii) only annihilation. The scattering-only result also demonstrates that these processes do not replenish the active neutrino population, yielding $f/f_0 \sim 0.85$ for most momenta, while the annihilations are very effective at bringing $f/f_0$ to 1.

Apart from these effects, we find that the equilibrium approximation gives too large a final distribution for both the active and the sterile neutrinos, as expected from the oversized $R_{\text{eq}}$ and $D_{\text{eq}}$ terms. The CC approximation, on the other hand, comes surprisingly close to the real active neutrino distribution, but is short by $\sim 5\%$ for the sterile states. As repopulation does not directly affect oscillations into sterile states, we conclude that this offset must originate in the undersized damping term $D_{\text{CC}}$, which as discussed in Section 3.1.2.2 affects directly the effective sterile neutrino production rate (3.29).

### 3.1.2.5 Dependence on mixing parameters

So far we have tested the various approximation schemes using the benchmark mixing parameter values $\delta m^2 = 0.1 \text{eV}^2$ and $\sin^2(2\theta) = 0.025$. In reality, however, the errors caused by these approximations are also sensitive to the parameter values.

Figure 3.6 shows $\Delta N_{\text{eff}}$ at $T = 0.1$ MeV as a function of $\delta m^2$ and $\sin^2 2\theta$ computed using the full collision term. Our results are generally quite similar to previous calculations using the equilibrium approximation [48, 58]. Note however that for large mixing
angles and small mass squared differences, the contours deviate slightly from the straight lines found in [48, 58]. To highlight this deviation, we show in Figure 3.7 the differences in $\Delta N_{\text{eff}}$ incurred respectively by the equilibrium, CC, and A/S approximations relative to the full solution in the $(\delta m^2, \sin^2 2\theta)$-parameter space.

As expected, the deviations always occur, independently of the approximation scheme, in a diagonal band corresponding to the transition region from $\Delta N_{\text{eff}} = 0$ to $\Delta N_{\text{eff}} = 1$. Beyond this common feature, however, the different approximations incur the largest deviations at different parameter values.

The equilibrium approximation follows the result of the full calculation quite well for $\delta m^2$ values above 0.01eV$^2$, but overestimates $\Delta N_{\text{eff}}$ by more than 0.1 at $\delta m^2 < 0.001$ eV$^2$. We can understand this deviation by looking at the conversion temperature. The temperature of maximal conversion is proportional to $(\delta m^2)^{1/6}$ [58], so that low values of $\delta m^2$ generally correspond to low conversion temperatures. If the conversion temperature is sufficiently high ($T \gg 1$ MeV), repopulation is rapid and $\Delta N_{\text{eff}}$ is limited only by how fast $\nu_s$ can be produced through oscillations and collisions [69]. The effective production rate is given by Equation (3.29), and production ceases as soon as the collision rate becomes too low. If most of the conversion occurs at low temperatures, however, collisions become too inefficient to sustain the population of the active sector and consequently for Equation (3.29) — which assumes instantaneous repopulation — to hold, thereby causing the real $\Delta N_{\text{eff}}$ contours to deviate from straight lines in relation to $\delta m^2$ and $\sin^2 2\theta$ in Figure 3.6. The equilibrium approximation errs in its overestimation of the repopulation rate, yielding almost straight $\Delta N_{\text{eff}}$ contours even in the low $\delta m^2$, high $\sin^2 2\theta$ region.

In contrast, the top right panel of Figure 3.7 shows that the CC approximation generally underestimates $\Delta N_{\text{eff}}$, but works somewhat better at $\delta m^2 \lesssim 0.01$ eV$^2$. For high $\delta m^2$ values the underestimation is due mainly to the undersized $D_{\text{CC}}$ damping term which diminishes the sterile neutrino production rate as already discussed in

Figure 3.6: $\Delta N_{\text{eff}}$ at $T = 0.1$ MeV using the full collision term.
Section 3.1.2.2. For low $\delta m^2$ values, however, the agreement becomes better (a deviation of 0.02 at $\delta m^2 = 10^{-4}$, $\sin^2 2\theta = 10^{-0.5}$) because the deficiency of sterile neutrinos is compensated by an overproduction of active neutrinos (similar to the overpopulation of the active sector discussed above in relation to the equilibrium approximation). This overproduction comes about as follows. Although technically the CC repopulation integral incorporates only annihilation processes, numerically the constant $2(\gamma^a_e)^2/3.15 = 0.317$ is rather larger than its annihilation counterpart in the A/S approximation, $C_{e,a} = 0.177$. Thus, the CC approximation does inadvertently contain some degree of repopulation due to scattering, which drives up the active neutrino repopulation rate relative to the true rate.

Finally, the bottom panel of Figure 3.7 shows the A/S approximation. Here, the agreement is generally much better than either the equilibrium or the CC approximation, although there remains a small discrepancy of $\sim 0.01$ in the low $\delta m^2$, high $\sin^2 2\theta$ corner. This is not surprising, as the region is characterised by large spectral distortions from conversion at low temperatures, and is thus most sensitive to how exactly we handle...
repopulation in the active sector. It is nonetheless remarkable that for most of the parameter region, the A/S approximation is able to reproduce the full results at a precision of $\sim 0.001$ through a fairly simplistic description of the collision term. This deviation is in fact comparable to the numerical error expected of the full treatment due to our choice of momentum resolution (see Section 3.1.2.1). Therefore, Figure 3.7 not only validates the A/S approximation, but through comparison with a physically intuitive modelling of collisions, also confirms that the full collision term has been implemented correctly.

### 3.1.3 Conclusions

We have calculated in this work the full collision term for active–sterile neutrino oscillations in the early universe, and for the specific case of $(\nu_e, \nu_s)$-oscillations implemented it in the computation of $\Delta N_{\text{eff}}$ from sterile neutrino thermalisation. In particular we have included for the first time a nonzero electron mass and Pauli blocking in the collision integrals. The former turns out to have a negligible impact on the final results, while ignoring the latter gives rise to noticeable discrepancies. Nonetheless, our full treatment confirms previous analyses based on approximations of the collision terms that a 1 eV sterile neutrino coupled with a mixing angle $\sin^2 2\theta \sim 0.1$ produces $\Delta N_{\text{eff}} \approx 1$; the discrepancies arising from approximations are at the level that affects only precision calculations.

We then proceeded to perform a systematic comparison of the full collision treatment with two approximation schemes found in the literature. We find that the commonly used “equilibrium approximation” [60] reproduces $\Delta N_{\text{eff}}$ at better than 0.04 for $\delta m^2 > 0.01$ eV$^2$, but incurs large errors ($> 0.1$) for very small mass squared differences due to the unphysical repopulation of the active sector by elastic scattering. The “CC approximation” of Chu and Cirelli [68] is discrepant up to 0.04 for $\delta m^2 > 0.0001$ eV$^2$, but improves for low $\delta m^2$ values because of a fortuitous cancellation between an underestimated damping term and an overestimation of repopulation from annihilation processes.

Recognising that the equilibrium and CC approximations neglect different physical effects, we have devised a new approximation scheme, the A/S approximation, in which scattering and annihilation contributions to repopulation are treated separately, and the damping term includes Pauli blocking. As the scheme is better able to capture the physics of repopulation and damping, it also pushes the error in $\Delta N_{\text{eff}}$ down to 0.001 for most of the parameter region, although minor deviations ($\sim 0.01$) remain in the $\delta m^2 < 0.001$ eV$^2$ region, where the sterile neutrino conversion temperature is lowest and hence spectral distortions from oscillations are expected to have the largest effect.

The connection between low $\delta m^2$ deviations and low temperature spectral distortions also has implications for an inverted mass spectrum, i.e., where the active state is heavier than the sterile state, as well as for the various mechanisms designed to reconcile eV-mass sterile neutrinos with cosmology. In the case of an inverted mass spectrum, sterile neutrino thermalisation proceeds via a resonance, which, depending on the adiabaticity of the resonance and hence the mixing angle, can cause more disturbance to the active neutrino spectrum than in the non-resonant case. Likewise, mechanisms that block the production of eV-mass sterile neutrinos typically work by delaying the thermalisation...
to low temperatures, which by construction also makes them more sensitive to the approximations employed for the collision terms.

At the current level of observational precision, $\sigma(\Delta N_{\text{eff}}) \approx 0.2$ from Planck [21], our analysis shows that the CC and the A/S approximations can be reliably applied to most active–sterile oscillation scenarios, whereas the equilibrium approximation appears to be approaching its boundary of validity if the sterile neutrino conversion temperature is too low. In the future, large-volume galaxy surveys are expected to improve the sensitivity to $\Delta N_{\text{eff}}$ to $\sim 0.03$ [72]. Thus, should hints for a 1 eV sterile neutrino persist in the laboratory, a collision treatment more precise than either the equilibrium or the CC approximation can offer would become necessary. Short of evaluating the full collision terms, which is numerically costly or possibly even infeasible in some cases, the A/S approximation developed in this work appears to be a most convenient alternative.
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3.1.A Derivation of the full collision terms

3.1.A.1 Neutrino–electron scattering in the s-channel

Consider first the case of $\nu_{\alpha} + e^{-} \rightarrow \nu_{\alpha} + e^{-}$. The repopulation term due to this process takes on the form

$$R_{\alpha,s,e} = \frac{1}{2 \pi} E_{0} \int d^{3}k' d^{3}p' d^{3}p \frac{1}{E_{k'} E_{p} E_{p'}} |M|^{2} (\nu_{\alpha}(k), e^{-}(p)|\nu_{\alpha}(k'), e^{-}(p'))$$

$$\times \delta^{(4)}(k + p - k' - p') \left[ f_{\nu_{\alpha}}(E_{k'}) f_{e}(E_{p'})(1 - f_{\nu_{\alpha}}(E_{k}))(1 - f_{e}(E_{p}))
- f_{\nu_{\alpha}}(E_{k}) f_{e}(E_{p})(1 - f_{\nu_{\alpha}}(E_{k'}))(1 - f_{e}(E_{p'})) \right],$$

(3.31)

where the matrix element is [64, 73]

$$|M|^{2} = 32 G_{F}^{2} \left( A_{\alpha}^{2}(k \cdot p)(k' \cdot p') + B_{\mu,\tau}^{2}(k \cdot p')(k' \cdot p) - m_{e}^{2} A_{\alpha} B_{\alpha}(k \cdot k') \right),$$

(3.32)

with $A_{\alpha} = 2 \sin^{2} \theta_{W} + 1$, $A_{\mu,\tau} = 2 \sin^{2} \theta_{W} - 1$, $B_{\alpha} = 2 \sin^{2} \theta_{W}$, and $B_{\mu,\tau} = 2 \sin^{2} \theta_{W}$. Note the change of notation here in the appendix: $p$ and $p'$ now denote respectively the 4- and 3-momentum, while in the main text we use $p$ to indicate the magnitude of the 3-momentum.

The matrix element has three different dependences on the momentum, and therefore requires three different parameterisations to simplify the integral. We label the first dependence $(k \cdot p)(k' \cdot p')$ the s-channel, the second $(k \cdot p')(k' \cdot p)$ the u-channel, and the last dependence $(k \cdot k')$ the t-channel, where for each channel it is convenient to define a 3-momentum variable, given respectively by

$$q \equiv p + k = p' + k',$$

$$v \equiv p - k' = p' - k,$$

$$w \equiv k - k' = p' - p,$$
which replaces one of the integration variables of Equation (3.31). Then, to evaluate the integral for each channel we simply follow the technique described by Hahn-Woernle, Plümacher and Wong in [66].

Taking the $s$-channel as a worked example, we use the 3-momentum variable $\mathbf{q}$ as a reference and define around it a coordinate system

$$
\mathbf{q} = |\mathbf{q}|(0, 0, 1),
$$

$$
\mathbf{k} = E_k(0, \sin \eta, \cos \eta),
$$

$$
\mathbf{k}' = E_{k'}(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta).
$$

With this choice, we find the quantities

$$
s = (p + k)^2 = (p' + k')^2 = (E_p + E_k)^2 - |\mathbf{q}|^2,
$$

$$
k \cdot p = k' \cdot p' = \frac{s - m_e^2}{2},
$$

$$
|\mathbf{q} - \mathbf{k}'|^2 = |\mathbf{q}|^2 + |\mathbf{k}'|^2 - 2\mathbf{q} \cdot \mathbf{k}' = |\mathbf{q}|^2 + E_{k'}^2 - 2|\mathbf{q}|E_{k'} \cos \theta,
$$

$$
|\mathbf{q} - \mathbf{k}|^2 = |\mathbf{q}|^2 + |\mathbf{k}|^2 - 2\mathbf{q} \cdot \mathbf{k} = |\mathbf{q}|^2 + E_k^2 - 2|\mathbf{q}|E_k \cos \eta,
$$

and consequently

$$
|M_s|^2 = 8 G_F^2 A_\alpha^2 ((E_p + E_k)^2 - |\mathbf{q}|^2 - m_e^2)^2 \tag{3.33}
$$

for the first term of the matrix element in Equation (3.32).

Since the matrix element in Equation (3.33) now depends only on energies and the magnitude of $\mathbf{q}$, we can use the Dirac delta functions in the integral in Equation (3.31) to integrate out the directional dependencies. Evaluating first the $\mathbf{p}'$-integral as [66]

$$
\int \frac{d^3\mathbf{p}'}{2E_{p'}} \delta^{(4)}(k + p - k' - p') = \int d^3\mathbf{p}' dE_{p'} \frac{\delta(E_{p'} - \sqrt{|\mathbf{p}'|^2 + m_e^2})}{2\sqrt{|\mathbf{p}'|^2 + m_e^2}} \theta(E_{p'} - m_e)
$$

$$
\times \delta(E_k + E_p - E_{k'} - E_{p'}) \delta^3(\mathbf{k} + \mathbf{p} - \mathbf{k}' - \mathbf{p}')
$$

$$
= \frac{\delta(E_k + E_p - E_{k'} - \sqrt{|\mathbf{q} - \mathbf{k}'|^2 + m_e^2})}{2\sqrt{|\mathbf{q} - \mathbf{k}'|^2 + m_e^2}} \times \theta(E_k + E_p - E_{k'} - m_e),
$$

we use the property

$$
\delta(f(x)) = \sum_{f(x_i)=0} \frac{\delta(x-x_i)}{|f'(x_i)|}
$$

and hence

$$
\delta(E_i^2 - |\mathbf{p}_i|^2 - m_i^2) = \frac{\delta(E_i - \sqrt{|\mathbf{p}_i|^2 + m_i^2})}{2\sqrt{|\mathbf{p}_i|^2 + m_i^2}} + \frac{\delta(E_i + \sqrt{|\mathbf{p}_i|^2 + m_i^2})}{2\sqrt{|\mathbf{p}_i|^2 + m_i^2}}
$$
to further simplify Equation (3.34) to [66]

\[
\int \frac{d^3p'}{2E_{p'}} \delta^{(4)}(k + p - k' - p') \\
= \delta((E_k + E_p - E_{k'})^2 - |q - k'|^2 - m_e^2) \theta(E_k + E_p - E_{k'} - m_e) \\
= \delta \left( (E_k + E_p - E_{k'})^2 - |q|^2 - E_{k'}^2 + 2|q|E_{k'} \cos \theta - m_e^2 \right) \\
\times \theta(E_k + E_p - E_{k'} - m_e) \\
= \frac{1}{2|q|E_{k'}} \delta \left( \cos \eta - \frac{E_{k'}^2 - E_p^2 + |q|^2 + m_e^2}{2|q|E_k} \right) \theta(E_p - m_e),
\]  

(3.35)

In a similar way, we rewrite

\[
\frac{d^3p}{2E_p} = \int d^3p \ dE_p \ \delta(E_p^2 - |q - k|^2 - m_e^2) \ \theta(E_p - m_e) \\
= \int d^3q \ dE_p \ \frac{1}{2|q|E_k} \delta \left( \cos \eta - \frac{E_k^2 - E_p^2 + |q|^2 + m_e^2}{2|q|E_k} \right) \theta(E_p - m_e),
\]

(3.36)

where in the second line we have also changed the integration variable from \( p \) to \( q \).

Then, applying Equation (3.35) and (3.36) to the integral in Equation (3.31), we find, after performing the trivial angular integrations and averaging over the direction of the incoming neutrinos \( \int d\cos \eta/2 \), the \( s \)-channel contribution

\[
R_{\alpha,s,e,s} = \frac{1}{2\pi^3E_k^2} \int d\cos \eta \ d\cos \theta \ d|q| \ dE_{k'} \ dE_p \ \delta(\cos \theta - \ldots) \delta(\cos \eta - \ldots) \\
\times |M_s|^2 F \theta(E_k + E_p - E_{k'} - m_e) \theta(E_p - m_e),
\]

(3.37)

where \( F \) denotes all the distribution functions, and the arguments of the two Dirac delta functions can be read off Equation (3.35) and (3.36) respectively.

The integrals over \( \cos \theta \) and \( \cos \eta \) involve only Dirac delta functions. Taking the \( \cos \eta \)-integral as an example and noting that integration limits can be equivalently expressed as step functions, we find

\[
\int_{-1}^{1} d(\cos \eta) \delta \left( \cos \eta - \frac{E_k^2 - E_p^2 + |q|^2 + m_e^2}{2|q|E_k} \right) \\
= \theta \left( 1 - \frac{E_k^2 - E_p^2 + |q|^2 + m_e^2}{2|q|E_k} \right) \theta \left( \frac{E_k^2 - E_p^2 + |q|^2 + m_e^2}{2|q|E_k} + 1 \right).
\]

The two step functions can be reinterpreted as limits on \( |q| \), and together they confine \( |q| \) to the interval

\[
||k| - |p|| = |E_k - \sqrt{E_{p'}^2 - m_e^2}| \leq |q| \leq E_k + \sqrt{E_p^2 - m_e^2} = |k| + |p|.
\]

Integrating over \( d\cos \theta \) gives the same formal result save for the replacements \( k \rightarrow k' \) and \( p \rightarrow p' \). Thus the combined integration limits on \( |q| \) can be written equivalently as

\[
\max \left( ||k| - |p||, ||k'| - |p'|| \right) \leq |q| \leq \min \left( |k| + |p|, |k'| + |p'| \right),
\]

(3.38)
Applying the limits in Equation (3.38) to the integral in Equation (3.37) then yields

\[ S|M|^2 \]

The reduced integral in Equation (3.39) is but one of three contributions to the repopulation of similar to that discussed above.

including scattering and annihilation processes with arising from neutrino scattering with electrons. The full collision term, \( \nu_\alpha(\vec{k})e^- (p) \rightarrow \nu_\alpha(\vec{k}')e^- (p') \)

as our reduced repopulation integral from the s-channel. The u- and t-channel integral reduction proceeds in a similar manner, using \( \mathbf{v} \) and \( \mathbf{w} \) respectively as an integration variable.

### 3.1.2 The massive case

The reduced integral in Equation (3.39) is but one of three contributions to the repopulation of \( \nu_\alpha \) arising from neutrino scattering with electrons. The full collision term, including scattering and annihilation processes with \( e^\pm, \nu_\alpha, \bar{\nu}_\beta \), has in total 14 such terms to be evaluated (see Table 3.1). Fortunately, however, these 14 terms can all be recast into one of the standard s-, t-, and u-forms, and thus can be handled in ways similar to that discussed above.

As the reduction procedure concerns only kinematics and does not involve the actual matrix element besides the initial classification of the momentum dependence into s-, u- or t-forms, we shall keep the calculation as general as possible and allow for the

| Reaction (\( \alpha \neq \beta \)) | \( S|M|^2 \) |
|---------------------------------|----------------|
| \( \nu_\alpha (k)\nu_\beta (p) \rightarrow \nu_\alpha (k')\nu_\beta (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)\bar{\nu}_\beta (p) \rightarrow \nu_\alpha (k')\bar{\nu}_\beta (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \bar{\nu}_\alpha (k)\nu_\alpha (p) \rightarrow \bar{\nu}_\alpha (k')\nu_\alpha (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)\nu_\beta (p) \rightarrow \nu_\alpha (k')\nu_\beta (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)e^- (p) \rightarrow \nu_\alpha (k')e^- (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)e^+ (p) \rightarrow \nu_\alpha (k')e^+ (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)\nu_\alpha (p) \rightarrow \nu_\alpha (k')\nu_\alpha (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |
| \( \nu_\alpha (k)\bar{\nu}_\alpha (p) \rightarrow \nu_\alpha (k')\bar{\nu}_\alpha (p') \) | \( \frac{1}{2\pi}\int_0^\infty dE_k dE_p \int_{\max (|p|, |k|, |k| - |p|)}^{\infty} dE \) |

Table 3.1: Matrix elements for all relevant reactions involving \( \nu_\alpha \), with \( x_W = \sin^2 \theta_W = 0.23864 \) [38], \( S \) is a symmetrisation factor of 1/2 for each pair of indistinguishable particles in the initial and the final state, and \( |M|^2 \) has been summed but not averaged over initial and final spins. For the process with two \( \nu_\alpha \)s in the initial state, we have further multiplied the matrix element by 2 to account for the fact that \( \nu_\alpha (k)\nu_\alpha (p) \rightarrow \ldots \) and \( \nu_\alpha (p)\nu_\alpha (k) \rightarrow \ldots \) constitute two identical processes. Where there is a choice of \( \pm \), the plus signs are for \( \alpha = e \), and the minus signs for \( \alpha = \mu, \tau \). The corresponding matrix elements for \( \bar{\nu}_\alpha \) can be obtained by the exchange \( (k \cdot p)(k' \cdot p') \leftrightarrow (k' \cdot p')(k' \cdot p) \) for the elastic scattering processes.

and we note that \( |\mathbf{p}'| \) is determined from \( |\mathbf{p}|, |\mathbf{k}|, |\mathbf{k}'| \) by imposing energy conservation.
possibility that all initial and final states are massive. Then, the number of independent reductions to be performed is only three, which yield:

\[
R_{\alpha,s}\text{-channel} = \frac{1}{2\pi^3\pi^3E_k|k|} \int_{m_e}^{\infty} dE_{k'} \int_{\max(m_p,k'-k+m_p)}^{\infty} dE_p \int d|q| \frac{S|M_s|^2}{2}\left[ \theta(|q| - \max(|k| - |p|, |k'| - |p'|))\frac{\min(|k| + |p|, |k'| + |p'|) - |q|}{2} \right],
\]

\[
R_{\alpha,t}\text{-channel} = \frac{A_k}{2\pi^3\pi^3E_k|k|} \int_{m_e}^{\infty} dE_{k'} \int_{\max(m_p,k'-k+m_p)}^{\infty} dE_p \int d|w| \frac{S|M_t|^2}{2}\left[ \theta(|w| - \max(|p| - |p'|, |k| - |k'|))\frac{\min(|p| + |p'|, |k| + |k'|) - |w|}{2} \right],
\]

\[
R_{\alpha,u}\text{-channel} = \frac{1}{2\pi^3\pi^3E_k|k|} \int_{m_e}^{\infty} dE_{k'} \int_{\max(m_p,k'-k+m_p)}^{\infty} dE_p \int d|v| \frac{S|M_u|^2}{2}\left[ \theta(|v| - \max(|k| - |p'|, |k'| - |p|))\frac{\min(|k| + |p'|, |k'| + |p|) - |v|}{2} \right].
\]

After inserting the matrix element \(S|M_s|^2\) and momentum distributions \(F\), these reduced integrals are valid for any \(2 \to 2\) process.

### 3.1.A.3 The full collision terms

The matrix elements for all elastic and inelastic processes involving \(\nu_\alpha\) at temperatures \(T \lesssim m_p\) are summarised in Table 3.1. These have been computed at various times by several different groups \([64, 65, 73]\), but can be easily obtained from first principles in the four-fermion limit. Using these matrix elements and the expressions in Equation (3.40), Equation (3.41) and (3.42), we can now determine the contribution of each process to the repopulation integral. The results are as follows.

1. \(\nu_\alpha(k)\nu_\beta(p) \to \nu_\alpha(k')\nu_\beta(p')\):

\[
R_{\alpha,s,\beta} = \frac{G_F^2}{2(2\pi)^3E_k^2} \int_0^\infty dE_{k'} \int_{\max(0,E_{k'}-E_k)}^{\infty} dE_p \int_{\max(E_k-E_p,E_{k'}-E_p)|2E_{k'}-E_p|}^{E_{k'}+E_p} d|q| \cdot \frac{\left[ (E_p + E_k)^2 - |q|^2 \right]^2}{2} \left[ f(E_{k'})f(E_{p'})\frac{1 - f(E_k)}{1 - f(E_{k'})} \right] - \frac{f(E_k)f(E_{p'})\frac{1 - f(E_k)}{1 - f(E_{k'})}}{1 - f(E_{p'})}. \tag{3.43}
\]

2. \(\nu_\alpha(k)\bar{\nu}_\beta(p) \to \nu_\alpha(k')\bar{\nu}_\beta(p')\):

\[
R_{\alpha,s,\bar{\beta}} = \frac{G_F^2}{2(2\pi)^3E_k^2} \int_0^\infty dE_{k'} \int_{\max(0,E_{k'}-E_k)}^{\infty} dE_p \int_{\max(E_k-E_p,E_{k'}-E_p)|2E_{k'}-E_p|}^{\min(2E_k+E_p-E_{k'},E_{k'}-E_p)} d|v| \cdot \frac{\left[ (E_p - E_{k'})^2 - |v|^2 \right]^2}{2} \left[ f(E_{k'})f(E_{p'})\frac{1 - f(E_k)}{1 - f(E_{k'})} \right] - \frac{f(E_k)f(E_{p'})\frac{1 - f(E_k)}{1 - f(E_{k'})}}{1 - f(E_{p'})}. \tag{3.44}
\]
3 Full collision term

3. $\nu_\alpha(k)\nu_\alpha(p) \rightarrow \nu_\alpha(k')\nu_\alpha(p')$:

$$
R_{\alpha,s,\alpha} = \frac{G_F^2}{(2\pi)^3 E_k^2} \int_0^\infty dE_{k'} \int_{max(0,E_{k'}-E_k)}^\infty dE_p \int_{max(|E_k-E_p|,2E_{k'}-E_p-E_k)}^{E_k+E_p} d|q|
\times \left[(E_p + E_k)^2 - |q|^2\right]^2 \left[f(E_{k'})f(E_p')(1 - f(E_k))(1 - f(E_p))
- f(E_k)f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'}))\right].
(3.45)
$$

4. $\nu_\alpha(k)\bar{\nu}_\alpha(p) \rightarrow \nu_\alpha(k')\bar{\nu}_\alpha(p')$:

$$
R_{\alpha,s,\bar{\alpha}} = \frac{2G_F^2}{(2\pi)^3 E_k^2} \int_0^\infty dE_{k'} \int_{max(0,E_{k'}-E_k)}^\infty dE_p \int_{E_{k'}-E_p}^{\min(2E_k+E_p-E_{k'},E_{k'}+E_p)} d|v|
\times \left[(E_p - E_{k'})^2 - |v|^2\right]^2 \left[f(E_{k'})f(E_p')(1 - f(E_k))(1 - f(E_p))
- f(E_k)f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'}))\right].
(3.46)
$$

5. $\nu_\alpha(k)e^-(p) \rightarrow \nu_\alpha(k')e^-(p')$:

$$
R_{\alpha,s,e^-} = \frac{G_F^2}{2(2\pi)^3 E_k^2} \int_0^\infty dE_{k'} \int_{max(m_e,E_{k'}-E_k+m_e)}^\infty dE_p
\times \left[\int d|q|\left(2x_W^2 \pm 1\right)^2 \theta(|q| - \max(|E_k - |p||, |E_{k'} - |p'||))
\times \theta(\min(E_k + |p|, E_{k'} + |p'|) - |q|)((E_p + E_{k'})^2 - |q|^2 - m_e^2)^2
+ \int d|v|4x_W^2 \theta(|v| - \max(|E_k - |p'||, E_{k'} - |p||))
\times \theta(\min(E_k + |p'|, E_{k'} + |p|) - |v|)((E_p - E_{k'})^2 - |v|^2 - m_e^2)^2
+ \int d|w|4m_e^2(2x_W^2 \pm 1) x_W \theta(|w| - \max(||p| - |p'||, |E_k - E_{k'}|))
\times \theta(\min(|p| + |p'|, E_k + E_{k'}) - |w|)((E_k - E_{k'})^2 - |w|^2)^2\right]
\times \left[f(E_{k'})f(E_p')(1 - f(E_k))(1 - f(E_p))
- f(E_k)f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'}))\right].
(3.47)
$$
3.1 Active–sterile oscillations in the early Universe with full collision terms

6. $\nu_\alpha(k)e^+(p) \to \nu_\alpha(k')e^+(p')$:

$$
R_{\alpha,s,e^+} = \frac{G_F^2}{2(2\pi)^3 E_k^2} \int_0^\infty dE_{k'} \int_{\max(m_e,E_{k'}-E_k+m_e)}^\infty dE_p \\
\times \left[ \int d|q| 4|x|^3 \theta(|q| - \max(|E_k - |p||, |E_{k'} - |p'||)|) \\
\times \theta((E_{k'} + |p|, E_{k'} + |p'|) - |q|)((E_p + E_k)^2 - |q|^2 - m_e^2)^2 \\
+ \int d|v|(2xW \pm 1)^2 \theta(|v| - \max(|E_k - |p'||, E_{k'} - |p|))) \\
\times \theta((E_{k'} + |p'|, E_{k'} + |p|) - |v|)((E_p - E_{k'})^2 - |v|^2 - m_e^2)^2 \\
+ \int d|w| 4m_e^2 xW \theta(|w| - \max(|p| - |p'|, |E_k - E_{k'}|)) \\
\times \theta((|p| + |p'|, E_k + E_{k'}) - |w|)((E_k - E_{k'})^2 - |w|^2) \\
\times f(E_{k'}) f(E_p')(1 - f(E_k))(1 - f(E_p)) \\
- f(E_k) f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'})) \right].
$$

(3.48)

7. $\nu_\alpha(k)\bar{\nu}_\alpha(p) \to \nu_\beta(k')\bar{\nu}_\beta(p')$:

$$
R_{\alpha,a,\beta} = \frac{G_F^2}{2(2\pi)^3 E_k^2} \int_0^\infty dE_p \int_0^{E_k+E_p} dE_{k'} \int_{|E_{k'}-E_p|}^{\min(2E_k+E_p-E_{k'},E_{k'}+E_p)} d|v| \\
\times \left[ (E_p - E_{k'})^2 - |v|^2 \right]^2 \left[ f(E_{k'}) f(E_p')(1 - f(E_k))(1 - f(E_p)) \\
- f(E_k) f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'})) \right].
$$

(3.49)
8. \( \nu_{\alpha}(k)\nu_{\alpha}(p) \rightarrow e^{-}(k')e^{+}(p') \):

\[
R_{\alpha,a,e} = \frac{G_F^2}{2(2\pi)^3 E_k^2} \int_{\min(0,2m_e-E_k)}^{\infty} dE_p \int_{m_e}^{E_k+E_p-m_e} dE_{k'} \times \\
\times \left[ \int d|q| (2\pi \pm 1) 4\pi W m_q^2 \theta(|q| - \max(|E_k - E_p|, |k' - p'|)) \times \theta(\min(E_k + E_p, |k'| + |p'|) - |q|)(|q|^2 - (E_p + E_k)^2) \right. \\
+ \int d|v| 4\pi W \theta(|v| - \max(|E_k - |p'||, |k' - E_p|)) \times \theta(\min(E_k + |p'|, |k'| + E_p) - |v|)((E_p - E_k)^2 - |v|^2 - m_e^2)^2 \\
+ \int d|w| (2\pi \pm 1)^2 \theta(|w| - \max(|E_p - |p'||, |E_k - |k'||)) \times \theta(\min(E_p + |p'|, E_k + |k'|) - |w|)((E_k - E_{k'})^2 - |w|^2 - m_e^2)^2 \\
\times \left[ f(E_{k'})f(E_{p'})(1 - f(E_k))(1 - f(E_p)) - f(E_k)f(E_p)(1 - f(E_{k'}))(1 - f(E_{p'})) \right].
\]

(3.50)

We remind the reader again that \( |p'| \) is not a free parameter, but is constrained by energy conservation.

The integrals over \(|q|\), \(|v|\) and \(|w|\) can be evaluated analytically, and it turns out that they fall into two different functional forms:

\[
\int dx (a - x^2)^2 = a^2 x - \frac{2}{3} a x^3 + \frac{x^5}{5} + \text{constant},
\]

\[
\int dx (a - x^2)^3 = a x - \frac{x^3}{3} + \text{constant}.
\]

The remaining two integrals over \( E_p \) and \( E_{k'} \) must be performed numerically, although as discussed in Section 3.1.1.3 judicious assumptions about certain distribution functions in the integrand make it possible to pre-evaluate some of the integrals only once, rather than evaluating them in real time simultaneously with the numerical solution of the QKEs.

3.1.B Repopulation and damping coefficients in the A/S approximation

We summarise here the full expressions for the dimensionless repopulation and damping coefficients in the A/S approximation discussed in Section 3.1.1.2. The quantity
$$A \equiv 2\pi/\int d\Pi_k k f_0(k)$$ is a normalisation factor.

$$C_{\alpha,a} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p') \sum_i \mathcal{V}^2[\nu_\alpha(k), \bar{\nu}_\alpha(p)|i(k'), \bar{i}(p')], f_0(p)f_0(k),$$

$$C_{\alpha,s} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p') \sum_{j \neq \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')], f_0(p)f_0(k),$$

$$C_{\alpha,\nu} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p') \sum_{j = \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')], f_0(p)f_0(k),$$

$$C_{\alpha,0} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p')f_0(k)$$

$$\times \left\{ \sum_{i} \mathcal{V}^2[\nu_\alpha(k), \bar{\nu}_\alpha(p)|i(k'), \bar{i}(p')], f_0(k')f_0(p') + \sum_{j \neq \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')], f_0(p)(1 - f_0(p')) \right\},$$

$$C_{\alpha,1} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p')f_0(k)$$

$$\times \left\{ \sum_{i} \mathcal{V}^2[\nu_\alpha(k), \bar{\nu}_\alpha(p)|i(k'), \bar{i}(p')], f_0(p)(1 - f_0(p') - f_0(k')) + \sum_{j \neq \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')], f_0(k')(f_0(p') - f_0(p)) + \sum_{j = \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')], f_0(p') \right\},$$

$$C_{\alpha,2} = A \int d\Pi_k d\Pi_{k'} d\Pi_p d\Pi_{p'} \delta_E(kp|k'p')f_0(k)$$

$$\times \sum_{j = \nu_\alpha, \bar{\nu}_\alpha} \mathcal{V}^2[\nu_\alpha(k), j(p)|\nu_\alpha(k'), j(p')][(f_0(k')f_0(p') - f_0(k')f_0(p) - f_0(p)f_0(p')).$$

See Equation (3.16) and (3.17) for the implementation of these coefficients in the A/S repopulation and damping terms.
3.2 Lepton asymmetries and active-active oscillations

In the previous sections, we have treated oscillations between one active and one sterile neutrino in the early Universe assuming that there is no asymmetry between particles and antiparticles. This is most probably wrong, as we know that there is a small baryon asymmetry of order \( \eta = (n_b - n\bar{b})/n_\gamma \sim 10^{-9} \) which has given rise to stars, planets, humans and PhD theses. However, such a small asymmetry would not affect the neutrino oscillations much, but while we know the baryon asymmetry quite well, we do not have the same handles on the lepton asymmetry, which could be as large as \( \sim 0.1 \). Therefore, the asymmetric case would be one interesting expansion of the improved collision treatment.

The full calculation of the collision terms is in principle quite easy to extend to the asymmetric case, as the integrals are exactly the same. The main issue is that, as we will see in the next chapter, especially models with a large lepton asymmetry tend to present much more complicated solutions compared to what we have seen in this chapter. This added complexity requires the integrator to take much smaller and hence many more steps. For the full collision treatment this gives two challenges. The first one is of numerical evaluation cost which will make high resolution calculations unfeasible. The second challenge comes from the many evaluation of the collision integrals which could give tiny deviations from detailed balance in each step. As the calculation is much more complex than any of the approximations, it will be necessary to have a thorough control of the numerical error induced by the combination of many ODE steps and the collision integrals.

For the approximations, one need to be more explicit on the adoption to the asymmetric case. The usual approach for both the equilibrium approximation and for the CC approximation is to modify the equilibrium distributions using a chemical potential defined by the condition

\[
L = \frac{1}{N_\gamma} \int \frac{d^3k}{(2\pi)^3} \frac{1}{e^{k/T} - \mu/T} - \frac{1}{e^{k/T} + \mu/T}. \tag{3.51}
\]

Similar to what we noticed just after Equation (3.15), this definition of \( \mu \) will not in itself lead to conservation of the total lepton number. For the CC approximation this is not a problem, as the scattering term has a vanishing diagonal, and the \( \bar{\rho} \) in the last term of Equation (3.10) ensures cancellation between the neutrino and antineutrino annihilation terms. For the equilibrium approximation the problem is usually avoided by including an additional equation for \( \bar{L} \) when solving the QKEs, thereby explicitly avoiding any undesired effect from the collision term on \( L \).

An alternative to this could be to modify the definition of the chemical potential mentioned above. If the integral was done over \( \int d^3kk/(2\pi)^3 \) as in Equation (3.19), \( L \) would actually be conserved as long as Equation (3.51) with the modified integrant is fulfilled numerically.

The A/S approximation similarly requires some modifications. For the two scattering terms, it would be necessary to calculate the equilibrium distributions for neutrinos and antineutrino separately as they could have quite different distribution functions. The annihilation term need no calculation of equilibrium distributions, but requires another modification. Using Equation (3.16) and remembering to replace \( n_{\nu_\alpha} \) appropriately, the
collisional contribution to the lepton asymmetry time derivative would have the form
\[
\dot{L}_{\text{coll}} \propto \int dk k^2 \left( R_{A/S}(k) - \bar{R}_{A/S}(k) \right)
\propto \int dk k^3 \left( f_0 - n_{\nu_\alpha} \rho_{\alpha\alpha} - f_0 + n_{\bar{\nu}_\alpha} \bar{\rho}_{\alpha\alpha} \right)
\propto n_{\nu_\alpha} u_{\nu_\alpha} - n_{\bar{\nu}_\alpha} u_{\bar{\nu}_\alpha},
\tag{3.52}
\]
given that the scattering terms are already handled, and where \(u_x\) is the energy density in particle \(x\). Hence, the solution is to redefine the annihilation term using a normalised energy density rather than the normalised number density, which will ensure that annihilations do not change \(L\).

Actually, it is in general a better solution to use energy rather than number density. We know that \(R\) scales approximately linearly with the momentum \(k\), but all the underlying annihilation reactions are symmetric under \(\nu_\alpha \leftrightarrow \bar{\nu}_\alpha\). Therefore, the integral that is done to get rid of the antineutrino distribution in \(R\) and the neutrino distribution in \(\bar{R}\) should also scale approximately linearly in the integrated momentum \(p\), which makes the energy density a better approximation than the number density. While the results in Section 3.1 show that the difference is negligible for the neutrino-antineutrino symmetric case, the violation of lepton asymmetry makes it paramount for the asymmetric case.

While the adaption of the full collision term to the asymmetric case takes little effort, a more extensive but also interesting change would be to expand it to three oscillating neutrinos. This would allow the treatment of all the three neutrinos in the Standard Model, and such a calculation could improve the neutrino decoupling calculation, where the current state of the art only uses the full integral for the repopulation part of the collision term [74]. However, apart from expanding \textsc{Lasagna} to three neutrinos, it would also be necessary to include new integrals. McKellar and Thomson [45] describe two new types of terms that only arise when more than one active neutrino is involved. The first type is related to the annihilation of a neutrino of one flavour with an antineutrino of another flavour due to the mixing which is obviously absent when only one active neutrino is considered. The other type is related to \(\mathbf{P}_T^*\), which induce additional quantum damping terms in addition to the usual damping that is described by \(D\). While McKellar and Thomson did not include Pauli blocking terms, and their result therefore cannot be applied directly, there is no reason to think that these effects should not be included in a complete treatment of active-active oscillations. One option would now be to take the equations from McKellar and Thomson and rederive all the collision terms when Pauli blocking is included. However, Sigl and Raffelt have already done this derivation [56], albeit with a quite different notation, and their result could also be used as the starting point of the complete calculation.
The idea of investigating how a large lepton asymmetry and neutrino oscillations affect each other has been around for several decades [75–77]. The first mention by Khlopov and Petcov [75] contained only a very schematic description of the effects, while the later work by Savage, Malaney and Fuller [76] discussed the phenomenology in much more detail. However, the first detailed numerical study was performed by Enqvist, Kainulainen and Maalampi [77], where they solved the momentum averaged quantum rate equations giving the first detailed description of combining a large lepton asymmetry with neutrino oscillations.

Our interest in a large lepton asymmetry is motivated by the tension between the observational determination of $N_{\text{eff}}$ from cosmological observations and the hints from laboratory experiments which can be interpreted as an 1eV sterile neutrino. As we saw in Chapter 3, such a sterile neutrino would be fully thermalised, and therefore it would contribute with a full neutrino degree of freedom to the relativistic energy density. This is, as already mentioned, excluded by observations [21], and a mechanism to suppress the sterile neutrino thermalisation would be welcome.

The first study suggesting that a large lepton asymmetry could prevent the production of sterile neutrinos in the early Universe came from Foot and Volkas [78]. They included the asymmetric contribution to the background potential and estimated the effects analytically comparing the results to the most stringent bounds from BBN that were available at the time. The first treatment using a momentum dependent treatment was done by Kirilova and Chizhov [79], but by neglecting the collision terms, they prevented themselves from making any predictions about $N_{\text{eff}}$. A series of other studies using various levels of refinement in their analytical estimates followed [80–82], concluding that the suppression mechanism is quite complex, and depends in an intricate way on the different momentum states once the bulk of the lepton asymmetry is depleted by converting only neutrinos and no antineutrinos. Despite this, the following numerical attempts at treating the problem used the momentum averaged quantum rate equations [54, 68]. For Chu and Cirelli [68], the numerical methods and corresponding computational power were not sufficiently mature to solve the full momentum dependent QKEs, while Mirizzi, Saviano et al. [54] used the momentum averaged case as an stepping stone towards the solution of QKEs. The first full solution of the QKEs including the collision terms was done by Hannestad, Tamborra and Tram [48] using an early version of LASAGNA which will also be used for the calculations in this chapter. The paper presented precise values of $\Delta N_{\text{eff}}$ both in the case of no lepton asymmetry, and with $L = 10^{-2}$. The model used was a two neutrino approach which will also be used here, but the first QKE calculation using a more realistic three neutrino model has also been presented by Saviano, Mirizzi et al. [55]. However, the momentum resolution used in that calculation is quite low, and the produced neutrino spectra look quite different to
what one would expect. The authors claim that more precise calculations are premature
due to the very large uncertainty on the sterile mixing parameters. However, it would
be interesting to have an independent test of their results, especially considering the
just mentioned issues.

4.1 Quantum kinetic equations

We will now briefly summarise the equations that describe neutrino oscillations in the
presence of a large lepton asymmetry.

As mentioned before, we assume that the system is well described by oscillations
between only two neutrinos – an active neutrino, $\nu_\alpha$, and a sterile neutrino, $\nu_s$. This
assumption is reasonable as the overall agreement between the results obtained by
Hannestad et al. and Saviano et al. demonstrates, although a three or four neutrino
treatment obviously would be better. The limitation to two neutrinos means that we can
use the polarisation vector formalism from Section 2.2.5, just as we did in the preceding
section treating the full collision term. The main difference is that we now wish to
distinguish between the evolution of $P_i$ describing the neutrinos and $\bar{P}_i$ describing the
antineutrinos. As the potential depends on the difference between these two quantities,
it is useful from a numerical point of view to consider the sums and differences of $P_i$
and $\bar{P}_i$.

$$P_i^\pm = P_i \pm \bar{P}_i, \quad i = 0, x, y, z.$$  (4.1)

Finally, we can simplify the equations a bit by changing back from $P_i, i = 0, x, y, z$ to
the more physical variables as it was also suggested in the end of Section 2.2.5.

$$P_a^\pm = P_0^\pm + P_z^\pm = 2 \frac{\rho_{a0}}{f_0}, \quad P_s^\pm = P_0^\pm - P_z^\pm = 2 \frac{\rho_{as}}{f_0}. \quad (4.2)$$

Now, we can expand Equation (2.32) as

$$\dot{P}_a^\pm = V_x P_y^\pm + \Gamma \left[ 2 f_0^\pm / f_0 - P_a^\pm \right], \quad (4.3)$$

$$\dot{P}_s^\pm = - V_x P_y^\pm, \quad (4.4)$$

$$\dot{P}_x^\pm = - (V_0 + V_1) P_y^\pm - V_L P_x^\pm - D P_x^\pm, \quad (4.5)$$

$$\dot{P}_y^\pm = (V_0 + V_1) P_x^\pm + V_L P_x^\pm - \frac{1}{2} V_x (P_a^\pm - P_s^\pm) - D P_y^\pm. \quad (4.6)$$

Here, the equilibrium distribution functions are given by

$$f_{\text{eq}}^\pm = \frac{1}{1 + e^{x-\frac{\chi}{T}}} \pm \frac{1}{1 + e^{x+\frac{\chi}{T}}}. \quad (4.7)$$

where $x = p/T$ is the comoving momentum and the degeneracy parameter $\chi = \mu/T$
is defined in terms of the chemical potential, $\mu$. The potentials have been split up
emphasising that only the vacuum term contributes to $V_x^1$, while the $z$-component gets
contributions from both the vacuum term, $V_0$, the symmetric matter term, $V_a^0$, and the

\[^1\text{Notice that the } x \text{ here is the coordinate in polarisation space and has nothing to do with } p/T.\]
asymmetric matter term, \( V_L \). The expressions for the various contributions are

\[
\begin{align*}
V_x &= \frac{\delta m^2_x}{2xT} \sin 2\theta_s, \\
V_0 &= -\frac{\delta m^2_x}{2xT} \cos 2\theta_s, \\
V_1^\alpha &= -\frac{7\pi^2}{45\sqrt{2}} \frac{G_F}{M_Z^2} xT^5 [n_{\nu_\alpha} + n_{\bar{\nu}_\alpha}] g_\alpha, \\
V_\alpha^L &= \frac{2\sqrt{2}\zeta(3)}{\pi^2} G_F T^3 L_{(a)},
\end{align*}
\]

The two matter terms depend on which \( \nu_\alpha \) is considered through \( g_\alpha \) which is given by

\[
ge_e = 1 + 4 \sec^2 \theta_W \left( \frac{n_{\nu_e} + n_{\bar{\nu}_e}}{2} \right)
\]

and \( g_{\mu,\tau} = 1 \), and also through \( L_{(a)} \) expressed as

\[
L_{(e)} = \left( \frac{1}{2} + 2 \sin^2 \theta_W \right) L_e + \left( \frac{1}{2} - 2 \sin^2 \theta_W \right) L_p - \frac{1}{2} L_n + 2 L_{\nu_e} + L_{\nu_\mu} + L_{\nu_\tau},
\]

\[
L_{(\mu)} = L_{(e)} - L_e - L_{\nu_e} + L_{\nu_\mu},
\]

\[
L_{(\tau)} = L_{(e)} - L_e - L_{\nu_e} + L_{\nu_\tau},
\]

when we take all contributions to Equation (2.21) into account, and define \( L_f \equiv (n_f - n_{\bar{f}}) N_f / N_\gamma \) with \( N_f \) and \( N_\gamma \) being the fermion and photon number densities in equilibrium respectively, and \( n_f \) being the number density normalised to 1 in thermal equilibrium.

Finally, for the collision term we use the equilibrium approximation from Equation (2.25) and (2.26). This gives us the damping

\[
D = \frac{1}{2} \Gamma, \quad \Gamma = C_\alpha G_F^2 xT^5,
\]

where the collision rate, \( \Gamma \), also appears explicitly in repopulation term of Equation (4.3).

The approximate form of the repopulation term pose a problem for the conservation of lepton number, a problem that was also discussed in Section 3.2, where several solutions were suggested. For now we will follow the previously used approach. While the active neutrino lepton number is obviously not conserved, the global lepton number including the sterile component should be. For this to be true, the integral

\[
\int dx x^2 f_0 \left( \dot{P}_a^- + \dot{P}_a^+ \right) = \int dx x^3 C_\alpha G_F^2 xT^5 \left( 2f_{eq}^+ - f_0 P_a^- \right)
\]

must be zero. This is only true if the third moments of \( 2f_{eq}^- \) and \( f_0 P_a^- \) are identical. However, when determining the degeneracy parameter, we use the approximation [48]

\[
\xi = \frac{-2\pi}{\sqrt{3}} \sinh \left( \frac{1}{3} \arcsinh \left[ -\frac{18\sqrt{3}\zeta(3)}{\pi^3} L_{(a)} \right] \right),
\]

which gives no such guarantee. Therefore, we need to evolve the lepton asymmetry using the equation

\[
\dot{L}_{(a)} = \frac{1}{8\zeta(3)} \int_0^\infty dx x^2 f_0 V_x P_y^-.
\]
With this expression we have explicitly removed the globally lepton number violating term and only included the conversion between active and sterile neutrinos.

The equations are solved using **LASAGNA** for the mixing parameters $\delta m^2 = 0.89 \text{eV}^2$ and $\sin^2 2\theta = 0.025$ for mixing between an electron neutrino and a sterile neutrino [55, 83]. The evolution was followed all the way to $T = 0.1 \text{MeV}$ which is necessary to calculate the effect on BBN.

## 4.2 Convergence problems

Before the effects of the large lepton asymmetry and the sterile neutrino on BBN can be found, a stable result of the QKEs is needed. So far this has failed in at least three important aspects. First of all, $N_{\text{eff}}$ does not converge towards any value, when the momentum resolution and precision of the solver is improved. Secondly, the evolution of $L$ neither converges, and it fails to show a persistent evolution pattern for the various choices of resolution and precision. Finally, the momentum distribution function attains unphysical negative values in a few cases. Due to these issues, it has not yet been possible to produce any interesting results, but in the interest of documenting the problems, they will now be described in some details along with some of the attempted solutions.

Before we dive into the unpleasant details of convergence problems, it is interesting to consider briefly what others have done. The well informed reader will know that a very similar computation was already done with the same code by Hannestad, Tamborra and Tram [48], where the convergence problems were overcome. However, the method employed there was to restart the code when $L \approx 0$ using the adiabatic approximation as new initial conditions in order to avoid very fast oscillations that happens once $L$ is very small. While this works well for producing a stable $N_{\text{eff}}$, it would change the momentum spectra which we are interesting in for the BBN calculation and the method might not capture all the relevant contributions to $N_{\text{eff}}$. Another similar calculation is due to Saviano et al. [55]. As already mentioned in the introduction to this chapter, they only use quite few momentum bins in their calculation. Furthermore, they use Gaussian quadratures to integrate the momentum distributions, and while this is a questionable approach from a physical point of view because Gaussian quadratures require quite smooth functions, it could also have a stabilising effect on the evolution of both $L$ and $N_{\text{eff}}$.

In the present case it would be preferable to avoid both restarting the code and the use of Gaussian quadratures, but so far the convergence is lacking. Although all three problems might of course be linked, the non-negativity of the distribution functions stands a bit out compared to the two genuine convergence problems, and we will begin by considering the latter.

As it was demonstrated in the preceding section, it is possible to obtain results with less than one percent deviations in $N_{\text{eff}}$ even when using less than 100 momentum bins. This was for the full collision term, but without a lepton asymmetry. However, we should expect to obtain convergence at the percent level for the lepton asymmetric case as well. In Figure 4.1, we see that the various runs of **LASAGNA** have produced quite different values for both $\Delta N_{\text{eff}}$ and $L$ depending on both the number of momentum bins, $v_{\text{res}}$ and the absolute error tolerance, $\varepsilon$. For the $v_{\text{res}} = 150$ cases (dashed lines), it could
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Figure 4.1: Lack of convergence in $N_{\text{eff}}$ and $L$.

*Top:* Change in relative relativistic energy density. *Bottom:* Lepton asymmetry. Both as a function of decreasing temperature. The three dashed lines correspond to 150 momentum bins with absolute error tolerance $10^{-4}$ (cyan short), $10^{-6}$ (green medium) and $10^{-7}$ (blue long). The remaining two have a tolerance of $10^{-6}$ along with 100 (magenta dotted) and 200 (red dot-dashed) bins.
Large lepton asymmetry

Figure 4.2: Negative values for $\rho_{\alpha\alpha}$ and $\rho_{ss}$.

Left: The active neutrino distributions for three different temperatures around $2.4\text{MeV}$ and for three different solutions of the QKEs using 150 bins and a tolerance of $10^{-6}$ (green short-dashed) and $10^{-7}$ (blue long-dashed) and using 200 bins and a tolerance of $10^{-6}$. Right: Same for the sterile neutrino distribution functions. All values above 1 and below 0 are unphysical for the parameters shown.

seem like there is convergence when the tolerance is decreased from $10^{-4}$ (cyan short) to $10^{-6}$ (green medium) and $10^{-7}$ (blue long). However, when other numbers of bins are considered, this appears like a mere accident. There is some difference between the 100 (magenta dotted) and the 150 bin cases with the same tolerance, but the difference between 150 and 200 (red dot-dashed) is larger. The same picture presents itself for the lepton asymmetry. There is a hint of convergence for the 150 bin cases, but the general picture is not convincing. Furthermore, there is the complication of $L$ crossing zero. The complicated structure around $T = 2.4\text{MeV}$ comes from repeated zero crossings, and as long as these are not reproduced to a reasonable extend by the different parameter choices, the computation cannot be expected to be stable.

The third problem is related to unphysical negative values of $\rho$. An example is seen
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In Figure 4.2, where $\rho_{ss}$ attains large negative values in the lower right panel. At the same time $\rho_{aa}$ shows similarly large positive values in the lower left panel. The upper two panels illustrate the situation at temperatures where $V_L$ still dominates $V_z$, while the panels in the middle show the situation immediately after. Although it is possible to get values of $\rho$ above 1 due to the collision term, this cannot possibly happen on such a short timescale as it is seen here, and the large $\rho_{aa}$ values arise from the same problem as the negative $\rho_{ss}$ values.

The unphysical values arise within a very short time period, and must originate in numerical inaccuracy of the solver. As the differential equation describing the oscillations can be written using a cross product as seen in Equation (2.28), the length of $\mathbf{P}$ should be conserved. This works well down to $T = 2.445\text{MeV}$, where the lepton asymmetry is decreasing, and active neutrinos up to $x \sim 0.3$ are converted in an adiabatic resonance. The polarisation vectors give a useful picture of this which we will also use in Chapter 8.2. When $V_L$ dominates, the polarisation vector rotates around $V_z$ pointing in the $+z$-direction in polarisation space. As $V_0$ begins to dominate $V_z$, its direction is gradually changed to the $-z$-direction, and the polarisation vector is dragged along. In this picture, it is also easy to understand why the complications above $x \sim 0.3$ arise in the lower panels of Figure 4.2. At $T = 2.439\text{MeV}$, the resonance has started converting the bulk of the neutrino distribution, and the resonance moves very quickly through all the remaining momenta. When doing this, it pushes all the polarisation vectors out of the rotation around $+z$ and leaves them with a $V_z$ pointing in the $-z$-direction. The result is that polarisation vectors describing different momentum states move around more or less independently and oscillates very fast on very non-trivial trajectories.

Although the instability just described is the origin of the numerical issues, it does not present an immediate solution. The main problems identified is the failing convergence for $N_{\text{eff}}$ and $L$ and the accumulation of error that leads to unphysical values of the polarisation vector. In order to solve these problems we have attempted two different solutions. The first and simplest is to use another integrator, RADAU5, which use a different method for solving stiff differential equations, and the second is to introduce a minimal stepsize in the hope that this will limit the accumulated error.

### 4.2.1 Solving the QKEs using RADAU5

So far the method used for solving the QKEs was ndf15 with the maximal order restricted to 2, but we will now attempt to use RADAU5 instead. As it was mentioned in Section 2.4, the advantage of RADAU5 is the larger step size, which could possibly limit the accumulated error. However, the higher order of RADAU5 also means that every step is much more expensive than in ndf15, and the result is that the calculations with most bins and lowest tolerance cannot be done in a reasonable time with RADAU5.

The convergence of $\Delta N_{\text{eff}}$ and $L$ is shown in Figure 4.3. The convergence of $\Delta N_{\text{eff}}$ looks slightly better than in Figure 4.1. This time it is for increasing number of momentum bins, where the three cases with $\varepsilon = 10^{-4}$ and 100 (cyan short dashed), 150 (magenta dotted) and 200 bins (red dot-dashed) agree reasonably well. However, the lower tolerance solution deviates significantly, again questioning the apparent convergence. When looking at the lepton asymmetry, it looks slightly better. The only real outlier is the low resolution, low tolerance calculation. However, the persistent variation for $\varepsilon = 10^{-6}$ is not very promising as the naive expectation would be that
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Figure 4.3: \texttt{RADAU5} does not solve the problems for $\Delta N_{\text{eff}}$ and $L$.

\textit{Top}: Change in relative relativistic energy density. \textit{Bottom}: Lepton asymmetry. Both as a function of decreasing temperature. The two dashed lines correspond to 100 momentum bins with absolute error tolerance $10^{-4}$ (cyan short) and $10^{-6}$ (green medium). The remaining two have a tolerance of $10^{-4}$ along with 150 (dotted, red) and 200 (red dot-dashed) bins.
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Figure 4.4: RADAU5 can also give too large values for $\rho_{\alpha\alpha}$.
The active neutrino distributions for three different solutions of the QKEs using 100 bins and a tolerance of $10^{-6}$ (green dashed), 150 bins and a tolerance of $10^{-4}$ (magenta dotted) and 200 bins and a tolerance of $10^{-4}$ (red dot-dashed). All values above 1 are unphysical for the parameters shown.

an earlier stabilisation of $L$ is better for the numerical stability. A final point that is also worth noticing is the agreement between the high resolution case using ndf15 and the high precision case using RADAU5. It could be that both are wrong and it is just a coincidence, but it could also point to the correct behaviour of $\Delta N_{\text{eff}}$.

Regarding the unphysical values of $\rho_{\alpha\alpha}$ and $\rho_{ss}$, it looks somewhat promising. In Figure 4.4, we see that the high resolution, high tolerance calculations still give rise to too high values for $\rho_{\alpha\alpha}$, and the corresponding values of $\rho_{ss}$ are again negative. However, the low resolution, low tolerance calculation show no unphysical values, and this is true for all temperatures. Nonetheless, this might not be true for higher resolution calculations with the same tolerance as we saw in Figure 4.2 that the highest resolutions also leads to the largest violations of $\rho_{ss}$ non-negativity. An additional problem is that the RADAU5 algorithm is not as fast as ndf15, and it requires hundreds of computation hours to make the highest resolution and lowest tolerance calculations.

4.2.2 Fixed minimal step size

This attempt to improve the convergence is based on a modification of the ndf15 method, where a minimal possible step size is introduced in the otherwise adaptive algorithm. This obviously violates the algorithms attempt at limiting the local error to some set tolerance, but the hope is that the violation is not too large and that the accumulated error will be smaller. Given that the adaptive algorithm is there for a reason, this might be a naive hope, but the results will tell.

Apart from setting the minimal step size, $h$, it is also necessary to modify the algorithm such that it does not abort when it reaches a step size that would normally make it give up. In Figure 4.5, the convergence of $\Delta N_{\text{eff}}$ and $L$ is shown. The spread for $\Delta N_{\text{eff}}$ is again smaller than it is for the unmodified ndf15, but it is hard to pick an objectively better choice for the minimal step size. From $\Delta N_{\text{eff}}$, it looks like $h = 10^{-12.5}$ gives the most significant outliers (magenta dotted). Similarly if we consider $L$, we
Figure 4.5: No convergence in $\Delta N_{\text{eff}}$ and $L$ for a fixed step size.

*Top:* Change in relative relativistic energy density. *Bottom:* Lepton asymmetry. Both as a function of decreasing temperature. The three dashed lines correspond to 100 momentum bins with a minimal step size $10^{-12.5}$ (cyan short), $10^{-13}$ (green medium) and $10^{-13.5}$ (blue long). The remaining three have 150 momentum bins and again the minimal step sizes $10^{-12.5}$ (magenta dotted), $10^{-13}$ (red dot-dashed) and $10^{-13.5}$ (yellow dot-dot-dashed). The absolute tolerance for all runs was $\varepsilon = 10^{-6}$. 
4.2 Convergence problems

Figure 4.6: A fixed step size can also give $\rho_{\alpha\alpha} > 1$.

The active neutrino distributions for three different solutions of the QKEs using 150 bins and a minimal step size of $10^{-12.5}$ (magenta dotted), $10^{-13}$ (red dot-dashed) and $10^{-13.5}$ (yellow dot-dot-dashed). All values above 1 are unphysical for the parameters shown.

see that it is one of the runs with $h = 10^{-12.5}$ (cyan short-dashed) that deviates the most from the general trend. Although the final value looks reasonably consistent, the structure at intermediate temperatures still varies quite a lot. Despite the method converging reasonably well, the lack of error control is worrisome and it is remarkably that the runs converge towards a value significantly below the value for $\Delta N_{\text{eff}}$ that the high resolution ndf15 run and the high precision RADAU5 run both pointed to. Unfortunately, it is hard to tell if this is an indication that the minimal step size method removes problems inherent in the other runs, or if it is a problem in the minimal step size method itself.

Turning our attention to the value of $\rho_{\alpha\alpha}$ in Figure 4.6, we see that the momentum distribution again attains unphysical values. The exception is the run with $h = 10^{-12.5}$ which showed a lack of convergence for $\Delta N_{\text{eff}}$. Hence, we continuedly lack a method that can generate convergent solutions and produce a physical momentum distribution.

4.2.3 Future improvements

For future improvements, there are a few interesting options. The first one is to improve the numerical methods. A good approach would be to focus on the unphysical values of $\rho$ and find a differential equation solver that is especially well suited for conserving the length of $P$. The major problem here is that the equations are stiff apart from exhibiting this instability, which means that most normal forward differential equation solvers will be very slow at solving the QKEs and will most likely fail.

The second option for improving the treatment of $\rho$ is to consider alternative parametrisations of the equations. This could be as simple as going back to using $P_0$ and $P_z$ instead of $P_a$ and $P_s$, but there might also be other clever ways to express the equations, which give rise to a natural conservation of $|P|$ when appropriate.

A third approach could be to use an adaptive momentum grid in order to better resolve the problematic values of the momentum distribution. This was attempted
briefly, but \texttt{ndf15} reached too small step sizes as soon as the problematic region was encountered, and a preliminary attempt of combining an adaptive grid with the fixed minimal step size was unsuccessful. Furthermore, the negative values of $\rho_{ss}$ seem to arise easier if anything when the momentum resolution is higher, so the adaptive momentum grid has no advantage from that point of view.

Finally, the results from the full collision term calculation in Chapter 3 should be implemented. Using the full collision term itself is probably unfeasible because of the large numerical cost of evaluating the full integrals in every integration step, but the distinction between scattering and annihilation contributions should be included as it was discussed in Section 3.2.
Sterile interactions

The concept of sterile interactions may at first seem self-contradictory as the idea of a sterile or inert neutrino is to have no interactions. The reason this topic still has drawn some attention the last few years is that a more fruitful definition of the sterile neutrino is to demand that it is a Standard Model singlet as we did in the beginning of Part I. This allows the sterile neutrino to be coupled to itself and to other particles in a hidden sector, while it does not feel any of the usual forces.

Sterile neutrinos in cosmology are currently interesting mainly for two reasons and let us review them again. The first is the eV experimental neutrino anomalies, and the second is that a sterile neutrino could contribute to the dark matter of the Universe. However, the simple non-resonant Dodelson-Widrow production \[84\] cannot account for the production in any of the two cases, so other effects must be at play if these sterile neutrinos exist. The problem with non-resonant production is actually opposite in the two cases. For the eV sterile neutrino, the non-resonant production lead to a larger abundance than observations permit, while the sterile neutrino dark matter abundance from non-resonant production would be very insignificant due to current limits on mass and mixing angle.

The idea behind introducing a new interaction between neutrinos in the early Universe is to obtain an effect similar to what is accomplished by a large lepton asymmetry which seems capable of solving both problems \[55, 85\]. The additional background potential from the new neutrino interaction can suppress production of eV-scale sterile neutrinos just as the background potential of a large lepton asymmetry would, and for other parameters, it could possibly induce a resonance giving rise to a reasonable abundance of dark matter.

Before introducing an interaction between sterile neutrinos, the possibility of using an interaction for the active neutrinos should be explored. The topic of non-standard interactions (NSI) for active neutrinos with matter is a well established field, and the limits are routinely updated by neutrino oscillation experiments. The limits on neutrino-neutrino interactions are harder to improve, and they mainly come from indirect measurements such as the LEP measurement of the Z-boson, arguments on supernova cooling and cosmology \[86–88\]. However, both these options are very well constrained, and it is not possible to get a significant effect on sterile neutrino production within the limits. Therefore, the sterile interactions is the next option, although we should keep in mind that the introduction of new interactions could also lead to effects for active neutrinos which might lead to constraints.

When introducing the new interaction, there are two different choices for the boson mediator. The first option is a vector boson which gives rise to a force very similar to the weak force mediated by the Z-boson, while the second option is the the pseudoscalar boson which could be e.g. a majoron. Majoron models have previously been explored
as an explanation for now-defunct 17keV sterile neutrino \cite{89, 90}, but vector models have not been explored previously.

In the following, we will first consider models with a vector boson that inhibits the production of an 1eV sterile neutrino. The various constraints from large scale structures, the cosmological background radiation and BBN are considered as well as the connection between such a sterile interaction and interacting dark matter. After discussing the vector boson interaction, we turn to the pseudoscalar case, where late-time phenomenology as well as dark matter connections are also considered. Finally, we consider the resonant production of warm dark matter in the form of sterile neutrinos.

5.1 Vector boson mediator

From the Standard Model of particle physics, we know of several fundamental vector bosons, both a massless one in the form of the photon and massive ones in the form of the Z- and W-bosons. From a theoretical point of view, the Z-boson and photon are the simpler ones, as they have no charge, and the Z-boson furthermore has a mass which means that it does not give long-range forces. Therefore, copies of the Z-boson are some the most popular exotic particles, and in the next section we will investigate the consequences of the coupling between such a vector boson and sterile neutrinos for the production of sterile neutrinos.

The following paper in Section 5.2 was originally inspired by new constraints on neutrino-neutrino interactions from the CMB \cite{91}. However, such an interaction is heavily constrained from other sources \cite{86} as already mentioned, and we turned to sterile interactions instead. By introducing the $X$ vector boson, we obtain an effective 4-point interaction for the sterile neutrinos similar to the weak interaction in the Standard Model. This type of interaction does in general lead to a potential similar to what we found in Equation (2.17). If we consider equal amounts of neutrinos and antineutrinos, we can discard the asymmetric first term, and this leaves us with the last symmetric term

$$H_{\text{int}, \nu_s} \propto -\frac{G_X \rho}{M_X^2} \int dp \rho G_S (\rho + \bar{\rho}) G_S,$$

where $G_X$ is the coupling constant of the new interaction and $M_X$ is the $X$-boson mass.

In a two-neutrino model with one active and one sterile neutrino, the matrix of coupling constants, $G_S$, is given by diag$(0, 1)$ since the interaction is only seen by the sterile neutrinos. Now using the relationship between the Hamiltonian and the potential from Equation (2.29), the potential is

$$V_{z, \text{int}, \nu_s} \propto \frac{G_X \rho}{M_X^2} u_{\nu_s}.$$  \hspace{1cm} (5.2)

Here, $u_{\nu_s}$ is the sterile neutrino energy density, and the proportionality constant depends on the definition of $G_X$. Notice that the contribution to $V_z$ is positive as opposed to the effect from the Z-boson which is always negative. This is not a reflection of differences between the nature of the two vector bosons, but simply a consequence of our definition of $V$ in terms of Pauli matrices.

In the paper, we introduce this new potential to solve the QKEs for the interacting sterile neutrinos. We show that it is possible to suppress the growth of $N_{\text{eff}}$ due to
sterile neutrinos, and we discuss the impact of neutrino oscillation on the active neutrino distributions. We also demonstrate that the mechanism is not crucially dependent on the neutrino oscillation parameters, and we explain an interesting observation of the sterile neutrino contributing more to $N_{\text{eff}}$ than one active neutrino does. The introduction section has been removed compared to the published version, and the link to \texttt{LASAGNA} has been updated.
5.2 How self-interactions can reconcile sterile neutrinos with cosmology

Steen Hannestad, Rasmus Sloth Hansen and Thomas Tram [3]

Short baseline neutrino oscillation experiments have shown hints of the existence of additional sterile neutrinos in the eV mass range. However, such neutrinos seem incompatible with cosmology because they have too large an impact on cosmic structure formation. Here we show that new interactions in the sterile neutrino sector can prevent their production in the early Universe and reconcile short baseline oscillation experiments with cosmology.

Scenarios

We are considering a hidden gauge boson with mass $M_X$, and we take the mass to be $\gtrsim 100$ MeV such that we can use an effective 4-point interaction for all temperatures of interest. The interaction strength is then written as

$$G_X \equiv \frac{g_X^2}{M_X^2}. \quad (5.3)$$

We will assume a 1+1 scenario, specifically a muon neutrino (or tau neutrino) and one sterile neutrino species, a simplification which does not qualitatively alter any of our findings. The system can then be fully characterized by a momentum dependent, $2 \times 2$ Hermitian density matrix $\rho(p)$. Since we are not assuming any lepton asymmetry, the evolution of the anti-particle density matrix is trivial, since $\rho(p) = \bar{\rho}(p)$. We expand the density matrix in terms of Pauli matrices:

$$\rho = \frac{1}{2} f_0 (P_0 + \mathbf{P} \cdot \sigma), \quad (5.4)$$

where $f_0 = (e^{p/T} + 1)^{-1}$ is the Fermi-Dirac distribution and $\sigma$ is a vector consisting of the three Pauli matrices. The evolution equations for $P_0$ and $\mathbf{P}$ are called the quantum kinetic equations (QKE), and they were first derived in [45, 56, 92, 93] (for a presentation closer to the present one, see [46, 48]). It is convenient to form the linear combinations:

$$P_a \equiv P_0 + P_z = 2 \frac{\rho_{aa}}{f_0}, \quad P_s \equiv P_0 - P_z = 2 \frac{\rho_{ss}}{f_0}, \quad (5.5)$$

which separates the sterile and the active sector. The equations of motions are then given by

$$\dot{P}_a = V_x P_y + \Gamma_a \left[2 \frac{f_0}{f_0} - P_a\right], \quad (5.6a)$$

$$\dot{P}_s = -V_x P_y + \Gamma_s \left[2 \frac{f_{eqs}(T_{\nu_s}, \mu_{\nu_s})}{f_0} - P_s\right], \quad (5.6b)$$

$$\dot{P}_x = -V_z P_y - DP_x, \quad (5.6c)$$

$$\dot{P}_y = V_z P_x - \frac{1}{2} V_x (P_a - P_s) - DP_y. \quad (5.6d)$$
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The $\Gamma_s$-term is an approximation to the full scattering kernel which is valid in the limit of strong coupling. The sterile equilibrium distribution: $f_{\text{eq},s}(T_{\nu_s}, \mu_{\nu_s}) = (e^{(p-\mu_{\nu_s})/T_{\nu_s}} + 1)^{-1}$, where $T_{\nu_s}$ and $\mu_{\nu_s}$ are the sterile neutrino temperature and pseudo-chemical potential respectively, is uniquely determined from the requirement that the interaction must respect energy conservation and number conservation. $\Gamma_a$ and $\Gamma_s$ are related to the 4-point interaction constants as

$$\Gamma_a = C_\mu G_F^2 p T^4, \quad \Gamma_s = G_X^2 p T_{\nu_s}^4 n_{\nu_s},$$  \tag{5.7}$$

where $C_\mu \simeq 0.92$, while $n_{\nu_s}$ is the normalized number density of sterile neutrinos, $n_{\nu_s} = \frac{2}{3(3)^{1/3}} \int p^2 \rho_{ss}(p)dp$. $D$ quantifies the damping of quantum coherence in the system and is approximately half of the scattering rates, $D \simeq \frac{1}{2}(\Gamma_a + \Gamma_s)$. We have chosen to define $\Gamma_s$ in analogy with $\Gamma_a$, and this means that we do not have exact conservation of $\Delta N_{\text{eff}}$ for the scattering term in Eq. (5.6b) since $\Gamma_s$ depends on $p$. However, none of the results change significantly when we let $p = 3.15T$ in the expression for $\Gamma_s$.

In order to include the sterile neutrino self-interaction, we repeat the derivation in [56] for the self-interaction due to the $Z$-boson in the active sector, but now for an $X$-boson in the sterile sector. This gives an addition to the matter-potential $V_z$. The potentials are now

$$V_z = \frac{\delta m_s^2}{2p} \sin 2\theta, \quad \tag{5.8a}$$  
$$V_z = V_0 + V_a + V_s, \quad \tag{5.8b}$$  
$$V_0 = -\frac{\delta m_s^2}{2p} \cos 2\theta, \quad \tag{5.8c}$$  
$$V_a = -\frac{14\pi^2}{45\sqrt{2}} p \left[ G_F T_Z^4 n_{\nu_a} \right], \quad \tag{5.8d}$$  
$$V_s = +\frac{16G_X}{3\sqrt{2}M_X^2} m_{\nu_s}. \quad \tag{5.8e}$$

Here $\delta m_s^2$ is the mass difference, $\theta$ is the vacuum mixing angle, $M_Z$ is the mass of the $Z$-boson, $M_X$ is the mass of the boson mediating the new force, and $u_{\nu_s}$ is the physical energy density of the sterile neutrino. We solve the system of equations using a modified version of the public code LASAGNA [1] available at https://github.com/ThomasTram/LASAGNA.

Results

In Figure 5.1 we show the degree of thermalization of the sterile neutrino, quantified in terms of the total energy density in the active plus sterile sector,

$$N_{\text{eff}} = \frac{\nu_{\nu_a} + \nu_{\nu_s}}{\nu_0}, \quad \nu_0 \equiv \frac{7}{8} \left( \frac{4}{11} \right)^{4/3} u_\gamma. \quad \tag{5.9}$$

We have chosen $g_X = 0.1$ and a sample of values for $G_X$, and we show how $\Delta N_{\text{eff}}$ develops with the decreasing temperature. We can see that the thermalization of the
sterile neutrino moves to lower temperatures when the interaction becomes stronger, and this is what we would expect since a strong interaction means that even a small background of sterile neutrinos can prevent further thermalization.

The amount of thermalization depends on both $g_X$ and $G_X$, and in Figure 5.10 we show $\Delta N_{\text{eff}}$ as a function of both. It shows that thermalization can be almost completely blocked by the presence of the new interaction for high values of $G_X$ and low values of $g_X$.

Another interesting observation is that the degree of thermalization depends almost entirely on the mass of the new boson, $M_X$, not on the dimensionless coupling $g_X$. This can be understood qualitatively from the following simple argument: At high temperature the production of sterile neutrinos is suppressed by rapid scattering (the quantum Zeno effect), but as soon as production commences the thermalization rate of
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**Figure 5.1:** The evolution of $\Delta N_{\text{eff}}$ as the temperature drops for $g_X = 0.1$ and different values of the coupling constant $G_X$.

![Figure 5.2](image2.png)

**Figure 5.2:** Contours of equal thermalization. $\Delta N_{\text{eff}}$ is given by the colors. The solid, dashed, and dot-dashed lines correspond to hidden bosons with masses $M_X = 300$ MeV, 200 MeV, and 100 MeV respectively.
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A sterile neutrino can be approximated by \( \Gamma_t \sim \Gamma \sin^2(2\theta_m) \), where \( \Gamma \) is the rate with which “flavor content” (in this context meaning active vs. sterile) is measured by the system, and \( \theta_m \) is the in-medium mixing angle (see e.g. [94, 95] for a discussion of this in the context of active neutrinos). \( \Gamma \) is entirely dominated by the interaction via \( X \) so that \( \Gamma \propto G_X^2 \) and the in-medium mixing angle is likewise dominated by the potential generated by the new interaction so that \( \sin^2(2\theta_m) \propto 1/V_{s}^2 \propto M_X^4/G_X^2 \) leading to the sterile thermalization rate being proportional to \( M_X^4 \), i.e. \( \Gamma_t \) does not depend on \( g_X \), only on \( M_X \).

The determination of mixing parameters from accelerator experiments is quite uncertain, and it is therefore interesting to know how our results would be affected if we changed the vacuum mixing angle or the mass difference. The results of such a variation are seen in Figure 5.3. Regarding the ability to inhibit thermalization, the results do not change much. A somewhat higher or lower mass will be needed for the hidden boson, but \( \Delta N_{\text{eff}} = 0.6 \) can for example be reached by using \( M_X = 100 \text{ MeV} \) even at \( \delta m^2 = 10 \text{ eV}^2 \). There are, however, two other interesting observations. First, note that when the hidden boson mass is high, \( \Delta N_{\text{eff}} \) decreases with decreasing \( \sin^2(2\theta) \) or \( \delta m^2 \) - the well known limit for non-interacting sterile neutrinos (see e.g. [48, 58]). As the boson mass is lowered, the new interaction first permits full thermalization of the sterile neutrino before we reach the mass range where the new interaction inhibits the thermalization.

The other interesting observation is that \( \Delta N_{\text{eff}} > 1 \) for some values of \( M_X \). At first this seems very puzzling and counterintuitive. In a model with only oscillations and no new interactions this would be impossible since the number density and energy density of the sterile neutrinos could never exceed the densities of the active neutrinos, the net production of steriles would simply shut off as soon as \( \rho_{ss} \sim \rho_0 \). However, in the model presented here there are two effects at play simultaneously: The production of steriles due to oscillations and the redistribution of sterile states due to the new interaction. If the redistribution of energy is sufficiently fast it can keep \( \rho_{ss} < \rho_0 \), allowing for

![Figure 5.3: Dependence of \( \Delta N_{\text{eff}} \) on the mixing parameters. \( g_X = 0.01 \) has been used for all the models while \( G_X \) has been changed to give the variation in mass. The standard parameters are \( \sin^2(2\theta) = 0.05 \) and \( \delta m^2 = 1\text{eV}^2 \).](image)
more production of steriles. Figure 5.4 provides an illustration of the effect by showing a snapshot of the distributions at the point where $\Delta N_{\text{eff}}$ crosses 1 for a model with $M_X = 2.3$ GeV. Sterile neutrinos are still being produced in the region close to the resonance at $p/T \approx 5$ since $\rho_{ss < f_0}$ and oscillations therefore populate sterile neutrinos from the active sector. At the same time $\rho_{ss}$ continues to grow at lower $p/T$ due to the redistribution of states. In total this means that $\Delta N_{\text{eff}}$ is still growing and will do so until the resonance has moved to very high $p/T$ where $f_0$ becomes very small or the active neutrinos decouple from the electrons. Naively we would expect $\Delta N_{\text{eff}}$ to be highest for low values of $M_X$ because the energy redistribution becomes more efficient. However, when $M_X$ is decreased the suppression of oscillations due to the effect of $M_X$ on the matter potential quickly wins and $\Delta N_{\text{eff}}$ decreases rapidly with decreasing $M_X$. Therefore $\Delta N_{\text{eff}} > 1$ can only occur in a limited transition region of $M_X$ if it occurs at all (which depends on the mixing parameters, $\delta m^2$ and $\sin^2(2\theta)$).

Finally, we again stress that our treatment is only consistent if $M_X \gg T$ for any temperature relevant to our calculation. For the typical mass differences favoured by SBL measurements the production of sterile neutrinos takes place at temperatures well below 100 MeV and we have taken this as a representative minimum mass for the new boson. Note that such a low mass might be excluded for a boson coupling to the active sector [86]$^1$. However, provided that the coupling is diagonal in “flavor” such that $X$ couples only to the sterile state, such bounds are irrelevant. We also note that in the case where $G_X$ becomes extremely high free-streaming of sterile neutrinos will be inhibited and structure formation bounds changed. However, such effects require $G_X$ to be extremely large, $G_X \gtrsim 10^7 G_F$ (see e.g. [88, 91]).

$^1$It should be noted that the bounds quoted in [86] are based on the assumption that the interaction can be treated as a 4-point interaction at $E \sim m_Z$. Since we are looking at very low mass bosons this assumption does not hold and the bound is therefore expected to be much looser.
5.2 How self-interactions can reconcile sterile neutrinos with cosmology

![Figure 5.5: The active neutrino distribution for different temperatures. The parameters used are $G_X = 3 \cdot 10^2 G_F$ and $g_X = 0.025$. This corresponds to a hidden boson with the mass $M_X = 424$ MeV.](image)

**Figure 5.5:** The active neutrino distribution for different temperatures. The parameters used are $G_X = 3 \cdot 10^2 G_F$ and $g_X = 0.025$. This corresponds to a hidden boson with the mass $M_X = 424$ MeV.

### Big Bang Nucleosynthesis (BBN)

Apart from the additional energy density in the sterile sector the oscillations can have another important effect, namely a distortion of the active neutrino distribution. This can happen even after neutrino decoupling because energy can still be transferred between the active and sterile sectors after the active neutrino decouples from the plasma. In models where the active-sterile conversion is delayed, such as the one presented here or models with a non-zero lepton asymmetry [55] this can in certain cases be the dominant cosmological effect. The reason is that the electron neutrino takes part in the nuclear reaction network relevant for Big Bang Nucleosynthesis (see e.g. [55]). Even if the sterile neutrino mixes primarily with $\nu_\mu$ or $\nu_\tau$, active-active oscillations will transfer part of the distortion to the electron sector. However, a detailed investigation of this effect is beyond the scope of the present paper and here we simply point out that interesting effects on BBN might occur. For illustration we show in Figure 5.5 how the active distribution can vary as a function of temperature compared to its unperturbed state, $f_0$.

### Discussion

We have demonstrated that additional self-interactions of a sterile neutrino can prevent its thermalization in the early Universe and in turn make sterile neutrinos compatible with precision cosmological observations of structure formation. Arguably the model discussed here is more natural than invoking a non-zero lepton asymmetry, relying only on the sterile sector possessing interactions similar to those in the standard model. In order for the model to work the new gauge boson mediating the interaction must be significantly lighter than $M_Z$, but can easily be heavy enough that no significant background of such particles can exist at late times. We finally note that if this scenario is indeed realized in nature, future precise measurements of $N_{\text{eff}}$ will effectively pinpoint the mass of the hidden gauge boson. In summary, the framework presented here...
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presents a natural way of reconciling short baseline neutrino experiments with precision cosmology.
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5.3 BBN bounds and coupling to dark matter

Since our paper was published along with one by Dasgupta and Kopp [96], several other groups have continued to work on similar models. One of the issues that we left unfinished was the question of the influence on BBN, which has since been addressed by Saviano et al. [97]. In their paper, they consider a three neutrino model, with two active and one sterile neutrino. They verify our result from Figure 5.10, and also confirm the claim that BBN gives rise to additional constraints. These constraints both come from the abundance of $^4\text{He}$, but also from deuterium measurements.

The abundance of $^4\text{He}$ is mainly determined by the $n/p$ ratio after freeze out as almost all neutrons end up in $^4\text{He}$ during BBN. The ratio is determined by chemical equilibrium resulting in a ratio $n/p \sim \exp(-(m_p - m_n)/T)$ until freeze out, which means that a higher freeze out temperature will result in a higher $n/p$ and vice versa. The effect from sterile neutrino oscillations on $^4\text{He}$ is twofold. An increase in $N_{\text{eff}}$ corresponds to a higher energy density of the Universe which leads to faster expansion and therefore a higher freeze out temperature. Similarly, a deficit of electron neutrinos would lead to lower reaction rates which would also result in a higher freeze out temperature. In conclusion we expect to find a higher helium abundance when including the sterile neutrinos. However, if the oscillations are inefficient until the $n/p$ ratio has settled at $T \sim 0.8\text{MeV}$, the effect on $^4\text{He}$ abundance is very small. When comparing the calculations to observations, it turns out that a large observational error means that the constraints are very weak. On the other hand, the limits from D are much stronger, and

Figure 5.6: BBN exclusions for the vector boson mediator.
The lines indicate the regions allowed at each number of $\sigma$ for $\text{D/H} = (2.53 \pm 0.04) \times 10^{-5}$ and the best fit baryon density from Planck, $\Omega_B h^2 = 0.02207$. From Figure 6 in [97].
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Figure 5.7: Resolving cold dark matter problems.
Various constraints on the dark matter mass and the vector boson mass. The grey region to the right indicate a too large production of the sterile neutrino, while the two bands in the middle represents solutions to the small scale problems. Finally, the region in the lower left corner is excluded by cluster observations. From Figure 2 in [96].

in Figure 5.6, we see that only models with very light vector bosons corresponding to values of $g_X$ below what is represented in the plot might be allowed. Unfortunately, the effects from sterile neutrino oscillations are much harder to understand for D, although an increase in $N_{\text{eff}}$ in general results in a larger D/H ratio [97]. Although the limits from deuterium are quite strong, they can be alleviated somewhat by using a higher value of the baryon density, and even the variance within the limits from Planck [21] can move the limits by more than $1\sigma$.

Another interesting direction of research is to couple the vector boson to dark matter. This idea was already presented by Dasgupta and Kopp [96], but has also been investigated by Bringmann et al. [98] as well as by Ko and Yang [99]. The general idea is that self-interacting dark matter can solve some of the discrepancies between simulations and observations of galaxies. The three relevant problems are the lack of small satellite galaxies of the Milky Way (missing satellites) [22], the existence of large dark matter subhaloes in simulations of Milky Way-like galaxies which should have formed luminous dwarf galaxies that are not seen in observations (too big to fail) [23], and the final issue regards the discrepancies between the simulated core profile of dwarf galaxies and the observations of rotation curves (cusp vs. core) [24].

It turns out that the interaction obtained by introducing a new vector boson has the right form to conceivably solve all these problems. First of all, the cross section is velocity dependent which allows the interaction to solve problems on galactic scale while avoiding bounds from galaxy clusters. The cusp vs. core and too big to fail problem can both be resolved by having self-interacting dark matter. The cuspy cores from simulations are smoothed out by dark matter scattering with other dark matter
particles, and apart from explaining the cored centers of observed dwarf galaxies, it also explains why the simulated subhaloes from the too big to fail problem never reach a core density high enough to support dwarf galaxies. The missing satellites problem requires a somewhat different solution, where the sterile neutrinos become important. When the dark matter is coupled to light sterile neutrinos, this efficiently delays the time of dark matter decoupling and thereby washes out structures at the smallest scales. This turns out to be possible with the parameters that can also explain both the eV sterile neutrino and the other small scale problems as it is seen in Figure 5.7.

Recently there have been new developments in the understanding of the small scale problems which we will discuss further in Section 5.7 after the pseudoscalar mediator has also been considered.

5.4 Late time production

The introduction of a sterile interaction can push the production of sterile neutrinos to the epoch after neutrino decoupling and thereby avoid large $\Delta N_{\text{eff}}$ as we have seen. It is even possible to choose such a low mediator mass that BBN is unaffected, but eventually the temperature will become so low that the $T^5$-scaling of $V_\nu$ will be dominated by the vacuum term which scales as $T^{-1}$. Once this happens, we get the vacuum mixing angle $\sin^2(2\theta) \sim 0.1$ which will lead to production of sterile neutrinos if they also have a reasonable scattering rate [69]. This effect was pointed out by Mirizzi et al. [70] who also noted that such a population of sterile neutrinos with a mass of $\sim 1\text{eV}$ could be in conflict with mass bounds from cosmology, where the latest Planck results give $\sum m_\nu < 0.195$ at 95% confidence [21].

The production rate of sterile neutrinos can be estimated as $\frac{1}{2} \sin^2(2\theta_m) \Gamma_{\text{collision}}$ which was also pointed out in Equation (3.29). The matter mixing angle $\theta_m$ can be calculated from the total matter potential, and the final production rate should be compared to the Hubble expansion rate. This is done in Figure 5.8, where the rate has been calculated using the largest of the sterile matter potential from Equation (5.8e) and the vacuum potential. For the collision rate, the expression from Equation (5.7) was used, and both the relative number and energy density of the sterile neutrinos were assumed to be 0.1.

The three cases in Figure 5.8 correspond to: the lower right corner of Figure 5.10 (blue solid); the region which solve the small scale problems that Dasgupta and Kopp identified in Figure 5.7 (green dashed); and some intermediate parameters (red dot-dashed). The two first cases give rise to eras where the production rate is above the Hubble expansion rate which means that a sizeable sterile neutrino population should be expected in both cases just as pointed out by Mirizzi et al. [70]. However, it is also worth noting that it is quite easy to come up with parameters where this production mechanism is not efficient as the red dot-dashed line shows, although these parameters might not solve the small scale problems for cold dark matter. An interesting property of the production rates is, that the curve on the right side of the maximum only depends on the vector boson mass, $M_X$, as it was also pointed out just below Equation (5.9), while the left part of the curve only depends on $G_X$ since the collision rate in Equation (5.7) is independent of $M_X$. An important “aber dabei” is that this does not take resonant production into account which will happen when $V_\nu = V_0$ at the top of each curve in
Figure 5.8: Relative sterile neutrino production rate. Production rate divided by the Hubble expansion rate at different temperatures. The blue solid line corresponds to the lower right corner of Figure 5.10, the green dashed line represents the region where all small scale cold dark matter problems could be resolved in Figure 5.7, while the red dot-dashed line demonstrates that parameters exist which give no non-resonant production.

Figure 5.8. The resonant production will give rise to an additional contribution to the sterile neutrino population if the resonance is wide enough to be efficient, and while it has not been attempted to include this effect for the late time production for eV sterile neutrinos, we will consider the effect for sterile neutrino dark matter in Section 5.8. One might now think that the late time production of sterile neutrinos means that the coupling between eV sterile neutrinos and dark matter cannot resolve all the small scale cold dark matter problems, but it turns out that an effect has been omitted.

This was recently pointed out by Chu, Dasgupta and Kopp [71]. The problem is that when discussing the mass bound on self-interacting sterile neutrinos, it is not appropriate to use the mass bounds derived for weakly interacting active neutrinos. When the vector boson mass becomes small enough to suppress the sterile neutrino production well after BBN, it might also become strong enough to limit the free-streaming of the sterile neutrinos at later times, and hence give a significantly smaller effect on structure formation. An estimate of the effects shows that the free streaming scale can be decreased by a factor of \( \sim 5 \) for parameters representative of the region that resolve small scale dark matter problems [71]. This is enough to give a much better agreement between observations and the self-interacting model compared to non-interacting models.
However, at least one of the mainly active neutrino mass states will also be affected due to the mixing if the self-interaction becomes too large. This will give rise to a lack of free-streaming compared to the standard $\Lambda$CDM model, and although most analyses of this effect have only been considering interactions for all three active neutrinos [88, 91], it is questionable if the observations would allow the absence of free-streaming for one of the active neutrinos. The possibly most relevant analysis for this question is the one presented in Section 5.6, and even from that, the answer is not clear.

When considering the sweet-spot where free-streaming is suppressed for the sterile neutrino while it is still present for all the active neutrinos, it turns out that it coincides with the parameters that can solve the small scale dark matter problems. Due to the lucky coincidence, this model is the most elegant way to avoid the large scale structure constraints, although various other models involving an even higher number of sterile neutrinos have also been suggested [71, 100].

### 5.5 Pseudoscalar boson mediator

The vector bosons that were discussed in the previous sections have a very solid motivation in the Standard Model of particle physics, were we find several fundamental examples of similar particles in form of the photon as well as the weak bosons. However, the Standard Model also presents examples of pseudoscalar force carriers, although at a slightly less fundamental level. While the strong nuclear force is mediated by gluons when discussing the inner workings of hadrons, it is mainly pions that mediate the force between protons and neutrons in nuclei, and these are prime examples of pseudoscalars. The pions can be interpreted as almost massless pseudo-Nambu-Goldstone bosons from the approximate chiral symmetry of the strong interaction, and various extensions to the standard model can create pseudoscalars by either similar or different mechanisms. The most interesting pseudoscalar in neutrino physics is the majoron which arises from the spontaneous breakdown of lepton number [101] and is often used in neutrino masses models and in models for neutrino-less double beta decay. As these symmetry breaking models are the motivation, we will only consider very light pseudoscalars with a mass say well below the eV scale.

One could also wonder why a parity even scalar particle is not considered, and the effort is concentrated on the parity odd pseudoscalar particle. In priciple, a scalar particle could have an effect similar to the pseudoscalar mediator, but scalar particles couple to energy whereas pseudoscalars couple to spin, and while the energy of a macroscopic object is significant, the overall spin is in general very small. Therefore a scalar mediator would give rise to long range forces and consequently, the limits on scalar mediators are much stronger than the limits on pseudoscalars.

Compared to the vector boson mediator, the interaction mediated by the pseudoscalar has the interesting property, that it recouples rather than decouples at late times. This means that the sterile neutrinos become very strongly self-interacting at late times, and in the next section we will see that this has interesting consequences not only for the evolution of $N_{\text{eff}}$ in presence of an eV sterile neutrino, but also for bounds from observations of CMB anisotropies.

The aim of the paper in the next section (Section 5.6) was to investigate the consequences of an interaction for the sterile neutrinos mediated by a pseudoscalar.
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Originally, the expectation was that the overall phenomenology would be very similar to
the vector boson case, and that the main effect of the interaction would be to suppress
the production of the sterile neutrinos. However, as the work progressed, it became
clear that the late time phenomenology of the pseudoscalar case was very different from
the vector model that we had investigated, and that these late time effects were playing
an pivotal role with some analogies to the later findings of Chu, Dasgupta and Kopp in
the vector boson model [71].

While the potential does indeed suppress sterile neutrino production if it is large
enough, the effects of an interacting component around the time of recombination are
more interesting. It turns out that the combination of an increased $N_{\text{eff}}$ and the lack of
free-streaming for the sterile neutrino gives rise to a quite good fit to CMB observations,
and when combined with the locally measured Hubble parameter, we get an even
better fit than $\Lambda$CDM. This is an interesting observation, although it does by no means
indicate that the pseudoscalar model is more plausible than $\Lambda$CDM. One could e.g.
have included observations of baryon acoustic oscillations and the Lyman $\alpha$ forest which
would have favoured the $\Lambda$CDM over the pseudoscalar model, but such an extensive
comparison was beyond the scope of our paper. Apart from the over all good fit, we
find that a value of $N_{\text{eff}}$ above 3 is preferred. This means that the suppression from
the potential should not be too large, and combined with other constraints, it puts the
coupling constant around $10^{-5} - 10^{-6}$. When considering a similar interaction for dark
matter which must have some effect on galactic dynamics, we find that the coupling
constant should have a similar or lower value, although that part of our analysis is very
crude.

Compared to the published paper [4], a few pages have been omitted. These are
the introduction and parts of the numerical details which has been shortened to avoid
a repetition of Section 5.2. Also, the section on Sommerfeld enhanced scattering is
removed as it is quite technical and mainly served to prove that this effect can be
neglected for our type of model.
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5.6 Cosmology with self-interacting sterile neutrinos and dark matter - A pseudoscalar model

Short baseline neutrino oscillation experiments have shown hints of the existence of additional sterile neutrinos in the eV mass range. Such sterile neutrinos are incompatible with cosmology because they suppress structure formation unless they can be prevented from thermalising in the early Universe or removed by subsequent decay or annihilation. Here we present a novel scenario in which both sterile neutrinos and dark matter are coupled to a new, light pseudoscalar. This can prevent thermalisation of sterile neutrinos and make dark matter sufficiently self-interacting to have an impact on galactic dynamics and possibly resolve some of the known problems with the standard cold dark matter scenario. Even more importantly it leads to a strongly self-interacting plasma of sterile neutrinos and pseudoscalars at late times and provides an excellent fit to CMB data. The usual cosmological neutrino mass problem is avoided by sterile neutrino annihilation to pseudoscalars. The preferred value of $H_0$ is substantially higher than in standard $\Lambda$CDM and in much better agreement with local measurements.

Model framework

Instead of constructing an explicit model we base our discussion on a simplified setup which, however, does contain all the relevant physics. The sterile neutrino is coupled to a new light pseudoscalar with mass $m_\varphi \ll 1\text{eV}$ via

$$\mathcal{L} \sim g_s \varphi \bar{\nu} \gamma_5 \nu.$$  (5.10)

Later we will look at dark matter with a similar coupling to $\varphi$

$$\mathcal{L} \sim g_d \varphi \bar{\chi} \gamma_5 \chi.$$  (5.11)

One important note is in order at this point: We assume the coupling to be diagonal in mass basis, such that the 3 mainly active mass states are completely uncoupled. This is the most natural assumption given that $\varphi$ is associated with new physics and not related to standard model flavour. The new interaction is also felt partly by the active Standard Model neutrinos, although suppressed by the mixing angle. Limits from cosmology [88] are not relevant, as the active neutrino mass states do not feel the new coupling, but constraints from supernovae [87, 102] and laboratory measurements [103] do apply. The supernova bounds are derived by requiring that the pseudoscalars do not carry away a significant amount of the energy released by the supernova which results in a bound on the coupling of electron neutrinos to the pseudoscalar [87], $g_e \lesssim 4 \times 10^{-7}$. If the coupling becomes much larger, the pseudoscalars will be caught in the supernova, and the bound disappears again. However, almost all of these values are excluded by laboratory experiments [103], and we will only consider the supernova limit here. For the sterile neutrinos, the bound on $g_e$ comes from the process $\nu_e \nu_e \rightarrow \varphi$, and it translates into the bound $g_s \lesssim g_e / \sin^2 \theta_s = 3 \times 10^{-5}$, using $\sin^2 2\theta_s \sim 0.05$ from the short baseline experiments [104, 105], where $\theta_s$ is a mixing angle representative for
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($\nu_e, \nu_s$) mixing or ($\nu_\mu, \nu_s$) mixing. Although supernovae give the strongest bounds on the coupling strength, they are quite dependent on details in the assumptions about the supernova, and it might be more appropriate to quote the bound as $g_s \lesssim 10^{-4}$.

Let us now go through the implications of this new interaction, first for the sterile neutrinos and subsequently for the dark matter.

Sterile neutrinos

The new interaction introduces a matter potential for sterile neutrinos of the form [89, 90]

$$V_s(p_{\nu_s}) = \frac{g_s^2}{8\pi^2 p_{\nu_s}} \int pdp \left( f_\varphi + f_{\nu_s} \right),$$

(5.12)

where $f_\varphi$ is the Bose-Einstein distribution for the pseudoscalar and $f_{\nu_s}$ is the distribution for the sterile neutrinos (see e.g. [45, 56, 58, 93, 94] for a discussion of matter potentials in the standard model). Note that the potential in Eq. (5.12) arises from bubble diagrams and is non-zero even in a CP-symmetric medium.

Before proceeding with a quantitative calculation we can estimate how large $g_s$ needs to be in order to block thermalisation. Consider a scenario with thermal $\varphi$ and $\nu_s$ distributions characterised by a common temperature $T$. The potential is then

$$V_s \sim 10^{-1} g_s^2 T.$$  

(5.13)

In the absence of non-standard effects, the sterile neutrinos would be thermalised through oscillations at $T \sim 10(\delta m^2/eV^2)^{1/6}$MeV $\sim 10$ MeV [58]. To prevent this effect, we need to suppress the mixing angle in matter, $\theta_m$ as the production rate is proportional to $\sin^2 2\theta_m$. This is achieved if the matter potential dominates the energy difference associated with vacuum oscillation, i.e.

$$V \gtrsim \frac{\delta m^2_{\nu_s}}{2E} \sim \frac{\delta m^2_{\nu_s}}{T},$$

(5.14)

prior to neutrino decoupling at $T \sim 1$ MeV so that

$$g_s^2 \gtrsim 10^{\frac{\delta m^2_{\nu_s}}{T^2}} \sim 10^{-11}.$$  

(5.15)

So a priori we expect that a value of $g_s \sim 3 \cdot 10^{-6}$ is sufficient to block thermalisation. It should be noted here that since the pseudoscalar coupling is diagonal in mass basis the active state feels an additional matter potential associated with the $\varphi$ background. The magnitude of the potential felt by the active state is approximately $V \sim \sin^2 (\theta_s) V_s \sim 0.01 V_s$. The only effect is a minute shift in the effective mass difference, corresponding to a shift of less than one percent in $g_s$.

\footnote{For active-active oscillations this additional potential is important, but effects from active-active oscillations are expected to be small as all active neutrinos have almost identical spectra in the early Universe.}
5.6 Cosmology with self-interacting sterile neutrinos and dark matter

Thermal history of the sterile neutrino

The sterile neutrino can in principle be thermalised via incoherent processes such as $\varphi \varphi \leftrightarrow \nu_s \nu_s$, assuming that there is a pre-existing background of $\varphi$. The thermally averaged cross section in the highly relativistic limit can be calculated to be [106]

$$\langle \sigma|v| \rangle = \frac{g_s^4}{8\pi T^2}. \quad (5.16)$$

Conservatively assuming that $g_s \sim 10^{-4}$ we find that $\nu_s$ and $\varphi$ come into equilibrium at a temperature of $T \sim 1$ GeV, i.e. significantly before the oscillation process becomes important [54]. However, since the dark sector is decoupled it does not share the entropy transfer to the standard model particles, and the end result is that when oscillations become important at $T \sim 10$ MeV, a low-temperature background of $\varphi$ and $\nu_s$ exists. However if $g_s$ is significantly lower no thermalisation occurs before the oscillation period.

Results and numerical implementation

We compute the thermalisation process by solving the Quantum Kinetic Equations (QKEs) for a simplified two-neutrino framework with oscillations between $\nu_\mu$ and $\nu_s$ using a modified version of our public code LASAGNA [1]. The formulation of the QKEs [45, 46, 48, 56, 58, 92, 93] is based on an expansion of the density matrices, $\rho$, in terms of $P_a$, $P_s$, $P_x$, and $P_y$ just as in Section 5.2. The only difference between the treatment there is that we use the sterile potential from Equation (5.12) and the sterile scattering rate

$$\Gamma_s = \frac{g_s^4}{4\pi T_{\nu_s}^2} n_{\nu_s}. \quad (5.17)$$

We compute the sterile neutrino contribution to the potential in Eq. (5.12) from the actual numerical distribution. The contribution from the $\varphi$-background is computed analytically assuming that the $\varphi$-particles were produced thermally above a TeV. They will then follow a Bose-Einstein distribution with a reduced temperature of

$$T_\varphi = \left( \frac{g_s(T_\gamma)}{g_*(1\text{TeV})} \right)^\frac{1}{3} T_\gamma \simeq \left( \frac{10.75}{106.7} \right)^\frac{1}{3} T_\gamma \simeq 0.47 T_\gamma, \quad (5.18)$$

where the approximation is valid in the temperature range of interest. We are ignoring momentum transfer between the sterile neutrinos and the pseudoscalars for simplicity, but we suspect that including it would have a negligible effect on our results. When sterile neutrinos are produced, they will create non-thermal distortions in the sterile neutrino distribution, and the sterile neutrino spectrum might end up being somewhat non-thermal. In Fig. 5.9 we show the final contribution to the energy density $N_{\text{eff}}$ from a sterile neutrino with mixing parameter $\sin^2 2\theta_s = 0.05$ and $m_{\nu_s} = 1$ eV, close to the best fit value from neutrino oscillation data [104, 105]. The transition from full thermalisation to zero thermalisation happens in the region $10^{-6} < g_s < 10^{-5}$, confirming the simple estimate in Eq. (5.15) ³.

³Note that in the absence of a pre-existing population of $\varphi$ and $\nu_s$, sterile neutrino production would still be suppressed for the same values of $g_s$, as soon as a small amount of $\nu_s$ has been produced through oscillations. The assumption is thus not crucial to the scenario.
Late time phenomenology

In a recent paper by Mirizzi et al. [70] it was pointed out that even if strong self-interactions prevent thermalisation of the sterile neutrino before active neutrino decoupling it will eventually be almost equilibrated by oscillations at late times. This leads to a scenario in which active and sterile neutrino distributions have similar temperatures and both contribute to the combined \( N_{\text{eff}} \). Even if early thermalisation is prevented this still leads to a sterile neutrino population with a temperature only slightly below that of standard model active neutrinos and therefore the usual cosmological neutrino mass bound still applies to this model.

However, unlike the previously studied Fermi-like interaction, sterile neutrinos and pseudoscalars interact via a variety of \( 2 \leftrightarrow 2 \) processes which in general have a scattering rate of order \( \Gamma \sim g_s^4 T \) because there is no mass scale involved. This is true for example for the pair annihilation process \( \nu_s \bar{\nu}_s \rightarrow \varphi \bar{\varphi} \) where we already found the thermally averaged cross section to be \( \langle \sigma|v| \rangle = g_s^4/(8\pi T^2) \) in the relativistic limit, implying a reaction rate \( \Gamma = \langle \sigma|v| \rangle n_{\nu_s} \approx 3.6 \times 10^{-3} g_s^4 T \). This should be compared to the Hubble expansion rate \( H \sim 10 T^2/m_{\text{Pl}} \). As long as \( g_s \gtrsim 10^{-6} \) the \( \nu_s - \varphi \) plasma becomes strongly self-interacting before the sterile neutrinos become non-relativistic around recombination. Therefore, the rest mass constraint does not apply to this model: As soon as sterile neutrinos become non-relativistic, they annihilate into \( \varphi \). This annihilation has two immediate effects. It leads to an overall increase in the energy density of the \( \nu_s - \varphi \) fluid, and it leads to a temporary decrease in the equation of state parameter for the fluid. Both of these effects were discussed in detail in [107].

The strong self-interactions of the combined fluid also leads to a complete absence of free-streaming and in turn an absence of anisotropic stress in the \( \nu_s - \varphi \) plasma. The scenario where all neutrinos are strongly interacting is strongly disfavoured by current data (see e.g. [88, 91, 107–113] for discussions of self-interacting neutrinos and cosmic structure formation). However, this is not necessarily true for models in which standard model neutrinos are free-streaming, and the interaction is confined to the sterile sector.
We note here that since the pseudoscalar coupling is diagonal in mass basis it does not induce self-interactions in the three active mass states.

We have performed a study of how this model is constrained by current CMB data through an MCMC sampling of the cosmological parameter space performed with CosmoMC [114] and using CMB data from the Planck mission as well as CMB polarisation data from the WMAP satellite [115] (we refer to this data combination as “Planck+WP”). We describe the neutrino sector by the overall energy density after thermalisation, \( N_{\text{eff}} \) and assume a sterile mass of 1 eV. We assume that all neutrino species and the pseudoscalar equilibrate at some temperature between the thermalisation scale at a few MeV and the CMB scale (\( T \sim 1 \) eV), so that the energy density in the active sector is \( 21/32 N_{\text{eff}} \) with the remaining \( 11/32 N_{\text{eff}} \) is in the \( \nu_s - \varphi \) fluid.

In the top panel of Fig. 5.10 we show the 1D marginalised posterior for \( N_{\text{eff}} \) for the Planck+WP data, as well as for the same data, but with the direct measurement of \( H_0 \) from [116] included. The data shows a clear preference for high values of \( N_{\text{eff}} \) and the most extreme case with complete thermalisation of the sterile neutrino, corresponding to \( N_{\text{eff}} \approx 4 \), is well within the 1σ allowed region. It is also of interest to compare the difference in \( \chi^2 \) between this model and the standard \( \Lambda \)CDM cosmology. We find that \( \Delta \chi^2 \) of the pseudoscalar model compared to the reference \( \Lambda \)CDM model is \( \Delta \chi^2 = \chi^2_{\text{pseudoscalar}} - \chi^2_{\Lambda \text{CDM}} = 1.3 \), while if in our model we assume \( N_{\text{eff}} \approx 4 \) then \( \Delta \chi^2 = 0.6 \).

Interestingly for this model with a subdominant, strongly interacting neutrino sector we also find a preference for a higher value of \( H_0 \). This effect was seen already in [107] but with a much more dramatic increase in \( H_0 \) because all neutrinos were assumed to be strongly interacting. In the bottom panel of Fig. 5.10 we show the 1D marginalised
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posterior for $H_0$ for this model as well as for ΛCDM. The increase in $H_0$ alleviates the tension between the locally measured value of $H_0$ and the much lower value inferred from Planck data when the standard model is assumed. We see this effect very directly when comparing $\chi^2$ values: $\Delta \chi^2 = \chi^2_{\text{pseudoscalar}} - \chi^2_{\Lambda\text{CDM}} = -2.5$, while if in our model we assume $N_{\text{eff}} \simeq 4$ then $\Delta \chi^2 = -3.9$. We thus find that in this case the model with a strongly interacting $\nu_s - \phi$ sector is a better fit to current data than ΛCDM (and of course a vastly better fit than ΛCDM with an additional 1 eV sterile neutrino).

**Dark matter**

We will now investigate the possibility that dark matter also couples to the new pseudoscalar with a dimensionless coupling strength, $g_d$. We assume that the dark matter is produced at a very high temperature by e.g. inflaton decay. Once dark matter is coupled to the new interaction, there is the potential worry that it will pair annihilate via the process $\chi \bar{\chi} \rightarrow \phi \phi$ with the same cross section as in Eq. (5.16). If the annihilation process is in equilibrium where $\chi$ goes non-relativistic, it will dilute the density of $\chi$ while transferring an unacceptable amount of entropy to $\phi$. Due to the nature of the interaction, it is decoupled at high temperatures, and the cross section likewise drops when the dark matter becomes non-relativistic. Therefore, we only need to ensure that the dark matter annihilation rate is low enough at $T_{\text{max}} \sim m_\chi$. We assume that the cross section is given by the highly relativistic expression for $\langle \sigma | v \rangle$ in Eq. (5.16), and use the condition $\Gamma(T_{\text{max}}) = \langle \sigma | v \rangle n_\chi < H(T_{\text{max}})$ to derive the condition,

$$g_d \lesssim 2 \times 10^{-5} \left( \frac{m_\chi}{\text{MeV}} \right)^{1/4},$$

(5.19)

for the new interaction not to overly dilute the density of $\chi$.

Additionally, the new coupling also induces a Yukawa type potential between the dark matter particles. This in turn leads to dark matter self-interactions which might have observable consequences for galactic dynamics. Rather than going through a detailed calculation we will simply estimate the mean time between dark matter scatterings in order to estimate whether self-interactions are important. In order to do so we will follow the prescription given in [117]. First, following Ref. [118] we write

$$V(r) = -\frac{g_d^2}{m_\chi^2} \frac{e^{-m_\phi r}}{4\pi r^3} h(m_\phi r) S,$$

(5.20)

where $h(m_\phi, r) = 1 + m_\phi r + \frac{1}{3} (m_\phi r)^2$ and $S$ is a spin-dependent factor which we assume to be one.

The interaction potential in Eq. (5.20) causes elastic scattering of dark matter, and following the prescription in [117] we can estimate the value of $g_d$ needed in order to have a significant impact on galactic dynamics. The calculation in [117] was performed for a massless $U(1)$ vector so the potential is Coulomb-like. This in turn leads to both “soft” and “hard” scattering of roughly equal importance. Here we can safely neglect the contribution from soft scatterings because of the steepness of the potential.

The ratio of the scattering time scale $\tau_{\text{scat.}}$ to the dynamical time scale in the galaxy $\tau_{\text{dyn.}}$ is given by Eq. 17 in [117],

$$\frac{\tau_{\text{scat.}}}{\tau_{\text{dyn.}}} = \frac{2R^2}{3N\sigma},$$

(5.21)
where $R$ is the radius of the galaxy, $N$ is the number of DM particles in the galaxy and $\sigma$ is the scattering cross section. For a hard scatter we have $\sigma \simeq b^2$ where the impact parameter $b$ is the radial distance such that the sum of kinetic and potential energy is zero,

$$\frac{\alpha_d}{m^2 \chi b^2} = \frac{1}{2} m \chi v^2, \quad (5.22)$$

where we have used that $m \phi b \sim m_\phi/m \chi \ll 1$ which leads to the approximation

$$V(r) \approx -\alpha_d/(m^2 \chi r^3)$$

where $\alpha_d = g_d^2/4\pi$. We then find that

$$\left( \frac{\tau_{\text{scat.}}}{\tau_{\text{dyn.}}} \right)^3 = \frac{2R^4 m^6 \chi^2 G^2}{27 N \alpha_d^2}, \quad (5.23)$$

where $G$ is Newton’s constant. The condition for the time scale of scattering to be less than the age of the Universe is $^4 \tau_{\text{scat.}}/\tau_{\text{dyn.}} \lesssim 50$. Plugging in numbers for a Milky Way size halo and using $\alpha_d = g_d^2/4\pi$, we find

$$g_d \gtrsim 6 \times 10^{-8} \left( \frac{m \chi \text{MeV}}{4} \right)^{\frac{2}{3}}. \quad (5.24)$$

The value of $g_d$ in Eq. (5.24) can be seen as a lower bound on the value required to have a significant effect. The actual value required might be somewhat larger.

In order for elastic scattering to be important in itself the mass of the dark matter particle is therefore required to be quite small. For example, $g_d \sim 10^{-5}$ leads to the requirement that $m \chi \lesssim 10$ MeV. So depending on the unknown mass of the Dark Matter particle, hard scattering on this potential could have a direct impact on galactic dynamics.

### Dark acoustic oscillations?

Since our model couples dark matter to a background of dark radiation we might worry that the $\chi - \phi$ system can undergo acoustic oscillations close to the epoch of recombination and thus distort the observed CMB spectrum (see e.g. [119] for a recent discussion). The interaction around the epoch of CMB formation is primarily Compton scattering, $\chi \phi \rightarrow \chi \phi$, and we can directly compare it to the normal Compton scattering rate of photons and electrons. The Compton cross section scales as $\sigma \propto \alpha^2/m^2$ where $m$ is the fermion mass. As long as $g_d^2 \ll \alpha$ and $m \chi \gg m_e$, the dark sector acoustic oscillations will be completely negligible and therefore cosmologically safe. This of course also means that late-time Compton scatterings can be safely ignored since they have no impact on the ability of $\chi$ to cluster gravitationally. Scaling relative to the electron-photon process we can formulate the bound as

$$g_d^2 \ll 1.6 \times 10^{-2} \left( \frac{m \chi \text{MeV}}{4} \right). \quad (5.25)$$

---

4We take $\tau_{\text{dyn.}}$ to be the dynamical time scale of a Milky Way size halo.
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Discussion

We have studied a model with secret sterile neutrino interactions mediated by a massless or very light pseudoscalar. The model has some of the same features as the previously studied models based on Fermi-like interactions mediated by heavy vector bosons in the sense that it provides a background potential which can block the production of sterile neutrinos and resolve the apparent inconsistency between cosmology and short baseline neutrino oscillation data.

However, the model has very different late-time phenomenology. The very low mass of the pseudoscalar makes the sterile neutrino strongly self-interacting at late times, an effect which is perfectly consistent with current cosmological data, but might be used to uniquely identify the model once more precise measurements become available. In order to accommodate the mass bound from cosmological large scale structure [70], we need $g_s \gtrsim 10^{-6}$ to allow the sterile neutrinos to annihilate when they become non-relativistic. Our analysis of the CMB suggests $N_{\text{eff}} \approx 4$, and this suggestion is amplified if we also consider the direct measurements of $H_0$. At 95% confidence we can rule out $N_{\text{eff}} = 3.046$ when we include the H0 measurement, and this formally corresponds to an upper limit on $g_s$ of $g_s \lesssim 10^{-5}$ according to Fig. 5.9. However, this bound is very dependent on the set of data we have used, and might both be strengthened and weakened by including more data. We finally arrive at a combined bound on $g_s$ of

$$10^{-6} \lesssim g_s \lesssim 10^{-5} \text{(CMB+H0)}. \quad (5.26)$$

A more robust determination of $N_{\text{eff}}$ would allow the possible values for $g_s$ to be further confined, and a precise value of $N_{\text{eff}} > 3.046$ would allow us to pinpoint a corresponding coupling strength. We also note that since the fundamental coupling strength is very low and restricted to the sterile sector in this model it is unlikely to produce observable effects on neutrino physics in general (see e.g. [103] for laboratory constraints). Considering non-standard energy loss from the proto-neutron star in SN1987a also leads to an upper bound on $g_s$ in the $\sim$ few$\times 10^{-5}$ range (see e.g. [120] for a discussion).

In addition to the coupling to sterile neutrinos we hypothesise that the pseudoscalar also couples to the dark matter particle. Provided that the dark matter particle is sufficiently light this can lead to significant effects on dark matter clustering in galaxies and clusters and possibly resolve some of the apparent discrepancies between the standard $\Lambda$CDM model and observations [121]. These discrepancies include the “Too big to fail” problem [23] and the “cusp vs. core” problem (see [24] and references herein), but not the “missing satellites” problem [22] which would require a stronger coupling between neutrinos and DM.

In order for the model to be viable, the dark matter coupling must be sufficiently low that the pair annihilations do not transfer excess entropy to the plasma of sterile neutrinos and pseudoscalars. Conversely, the dark matter coupling must be strong enough to produce an observable effect on galactic dynamics. In Fig. 5.11 we show these two constraints simultaneously and include the bound from warm dark matter [25]. We are left with a viable DM candidate with a mass between few keV and $\sim 10$ MeV and couplings from $10^{-13}$ to $10^{-5}$. A more detailed treatment of the “cusp vs. core” and “Too big to fail” problems could probably constrain the dark matter further, but that is beyond the scope of this article. The type of dark matter, that we have described, is very different from the normal WIMP cold dark matter. However, it is
entirely possible that dark matter consists of an additional sterile neutrino species with extremely suppressed mixing to the active sector. If this is the case it cannot be produced via the usual scattering and oscillation mechanism. However, unlike an MeV sterile neutrino produced via the normal oscillation and scattering mechanism it also remains stable on cosmological timescales. The actual production mechanism for the dark matter particle might be via direct inflaton decay at reheating or from the thermal background at very high temperature.

In summary, sterile neutrino and dark matter interactions via a light pseudoscalar seems an extremely interesting possibility for explaining a variety of different problems in cosmology and certainly merits further study.
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5.7 Current state of sterile interactions and self-interacting dark matter

Our knowledge about self-interacting sterile neutrinos has been described in the past few sections with a few detailed highlights. The problem that these models were brought into the world to solve is still present as the experimental anomalies for both reactor-, accelerator- and gallium neutrinos persist. However, many experiments that will investigate the sterile neutrino solution to the anomalies are being prepared, and some are already running. As a result, this particular chapter of neutrino physics will soon be either closed or kicked wide open.

If the 1eV sterile neutrino is found, and we wish to reconcile it with cosmology by introducing sterile interactions, we now know of a few viable options:

1. The interaction is mediated by a vector boson, $X$, with mass $m_X \lesssim 10\text{MeV}$.
   a) $g \lesssim 10^{-6}$. For a low enough $g$, the sterile neutrinos are never thermalised, but the interaction cannot solve all problems for cold dark matter (CDM) on galactic scales.
   b) Depending on the mass, $10^{-4} \lesssim g < 1$, and the sterile neutrino is strongly coupled until its free-streaming only has a small effect on large scale structures. The CDM problems on galactic scales might be resolved.
   c) More light sterile neutrinos are introduced either to redistribute the energy density from the 1eV neutrino or to solve the problems separately.

2. The interaction is mediated by a very light pseudoscalar with a coupling constant $g \sim 10^{-5} - 10^{-6}$. This gives an improved fit for CMB observations combined with measurements of the Hubble constants using supernovae, and the consequences for large scale structures are small as the sterile neutrinos decay to the pseudoscalar once it becomes non-relativistic. Some of the CDM problems on galactic scale might be solved as well.

Due to the sterile nature of the new interaction in these models, they will be hard to test experimentally, and the best option might be to constrain them using cosmological observations. For model 1a and 2, there should be an observable effect of the relativistic component without free-streaming and anisotropic stress, while 1a only distinguishes itself from $\Lambda$CDM by a very small population of sterile neutrinos, which might be very hard to measure. Finally, model 1c is not well defined as it is phrased here, and it could have observable consequences depending on the details of the additional sterile neutrinos.

While some effort has been put into understanding if these types of models can have parameters that will solve the too big to fail-, the cusp vs. core- and the missing satellites problems, there have also been a significant progress in the understanding of these problems in the standard $\Lambda$CDM cosmology, and recent results suggest that baryon physics might resolve at least some of them.

It is the event of complex hydrodynamical models that have facilitated this improved understanding [122, 123]. By including more realistic gas dynamics and baryonic feedback mechanisms, it has become possible to reproduce a representative population
of various types of galaxies; elliptical, spiral and even some of the more irregular. Also star formation rates, stellar luminosity of galaxy clusters, column density of intergalactic gas, hydrogen large scale statistics, and metal content of galaxies can be reproduced by these new simulations. When taking one of these simulation suites and attempting to reproduce our Local Group of galaxies, it is seen that both the missing satellites and the too big to fail problems are solved [124]. The missing satellites problem is resolved due to the effect of reionization that prevents star production in most of the small dark matter halos. For the too big to fail problem, the effect is more complex, but the inclusion of hydrodynamics gives rise to less massive halos of the dwarf galaxies compared to dark matter only simulations. This is enough to push the number of predicted large dwarfs down to 3 – 4 which is in agreement with what we see in the Milky Way.

The last problem, which was discussed in relation to self-interacting dark matter, is the cusp vs. core problem, which has also received some recent attention. The usual simple statement of the cusp vs. core problem is that simulations produce cores with a cusp in the center, while observations of rotation curves in galaxies indicate a core instead. However, this picture might be too simplistic as some galaxies are observed to have rotation curves which are in good agreement with simulations while others do indeed have rotation curves that deviate significantly from the predictions [125]. As a result, this problem does not call for a solution that will lead to uniformly more cored halo profiles as this would give rise to a tension with the galaxies that are currently well described. Although it would be impossible to say for sure without doing a detailed study, this suggests that an introduction of self-interactions for dark matter would be a too general modification of the ΛCDM cosmology to resolve the cusp vs. core problem.

Although these new results indicate that the necessity of self-interacting dark matter as an explanation of galactic dynamics is fading, there are many other unanswered questions that remain to be answered regarding the elusive substance that represents about 80% of the matter in our Universe, and dark matter physics continue to be an exciting field.

### 5.8 Dark matter production

In the recent years there have been a large interest in sterile neutrino dark matter, and the observation of an unexpected line in X-ray spectra of the Perseus cluster, the Andromeda galaxy [27], stacked cluster data [26] and the Milky Way center [28] which can be interpreted as a 7keV sterile neutrino has only intensified the attention. Although the signal has been seen in so many different objects, it has also been questioned by several other groups who have been unsuccessful in reproducing a signal that could come from dark matter if they see a signal at all [29–35]. Regardless if the final verdict is that the signal is present and from dark matter or not, sterile neutrinos with a mass above a few keVs are good candidates for dark matter. However, if all the dark matter is sterile neutrinos, it could not be produced by simple non-resonant oscillations [126]. Instead models often use the resonant Shi-Fuller production, where a large lepton asymmetry induces a resonance that can produce the correct abundance of dark matter [85]. In a similar way it is conceivable that the self-interaction of the sterile neutrinos themselves could lead to a significant resonant production even when the non-resonant production
is inefficient. One of the constraints that can be imposed on sterile neutrino dark matter comes from the large scale structures probed by the Lyman-α forest. As the sterile neutrino is often very light compared to e.g. WIMPs (Weakly Interacting Massive Particles), it will suppress small structures to a larger extent because it is faster for a given a kinetic energy. The current constraints are around $m_{\nu_s, \text{thermal}} \gtrsim 3.3 \text{ keV}$ [25] although the constraints from different groups sometimes disagree up to a factor of 2. However, if the sterile neutrino is produced with a very non-thermal momentum distribution, the particles will have a comparatively lower velocity, and it can mimic a much heavier dark matter candidate. Therefore, it is a desirable feature of the production mechanism to produce a cold distribution, especially if the considered sterile neutrino mass is below 3.3 keV.

In the following we will begin with the possibility of having a vector boson mediator and solve the QKEs for a few representative cases. However, we will also investigate the adiabaticity of the resonance and try to develop a simpler model that can capture some of the relevant physics. Afterwards, we will discuss the pseudoscalar mediator and what differences and similarities we can expect for that case.

### 5.8.1 Vector boson mediator

To simplify the analysis, we will only consider the case of a 4-point interaction as we did in Section 5.2 with the coupling constant $G_X = g_X^2 / M_X^2$, and we will again use the two expressions for the collision rate and the background potential

$$\Gamma_s = G_X^2 p T_{\nu_s}^4 n_{\nu_s}, \quad (5.7)$$

$$V_s = \frac{16 G_X}{3\sqrt{2} M_X^2} p n_{\nu_s}. \quad (5.8e)$$

This means that our model is only accurate for temperatures well below the mass scale of the vector boson, but in the interest of testing our approximate model, we will ignore this problem in some of our cases. Similarly to the collision rate and the potential, the QKEs describing active-sterile neutrino oscillations are given in Equation (5.6) in Section 5.2. These can be solved using LASAGNA, but the calculations turn out to be CPU heavy due to the many steps used for solving the differential equations with these parameters. As an alternative, we will attempt to develop an approximate solution based on integrated quantities.

#### 5.8.1.1 Averaged adiabatic approximation

For the thermalisation of the sterile neutrino, we are mainly interested in the number density, but assuming that the temperature of the sterile neutrino is equal to that of the photons, we can calculate the number density directly from the energy density, which is easier to find as it appears directly in $V_s$ from Equation (5.8e). This typically introduces an error of $\sim 20\%$ around neutrino decoupling. The energy density is given by

$$u_{\nu_s} = \frac{4\pi T^4}{(2\pi)^3} \int \frac{d^3 p}{(2\pi)^3} p f_{\nu_s}(p) = \frac{4\pi T^4}{(2\pi)^3} \int dxx^3 \frac{P_s f_0}{2}.$$

Using Equation (5.6b), we find that

$$\dot{u}_{\nu_s} = \frac{4\pi T^4}{(2\pi)^3} \int dxx^3 \frac{-V_x P_y}{2} \Gamma_s \left[ \frac{2L_{eq}}{f_0} - P_s \right] f_0 = \frac{4\pi T^4}{(2\pi)^3} \int dxx^3 \frac{-V_x P_y f_0}{2}. \quad (5.27)$$
The equilibrium distribution function $f_{eq,s}$ is chosen just such that it will conserve number and energy density, so the $\Gamma_s$-term integrates to zero, which leaves us with an equation depending on only $V_x$ and $P_y$. The potential term can be easily calculated, while the $y$-component of the polarization vector can be adiabatically approximated by \cite{60}

$$P_y = \frac{V_x D}{D^2 + V_z^2} \frac{1}{2} (P_a - P_s) \approx \frac{V_x D}{D^2 + V_z^2} \frac{1}{2} P_a$$  \hspace{1cm} (5.28)

assuming that $P_a \gg P_s$ which must be true for most momentum modes to avoid over closing the Universe. For the adiabatic approximation to be accurate, there are a number of assumptions that must be true. The first one is that $V_x \ll \sqrt{D^2 + V_z^2}$, which is in general true away from resonance, as $\sin 2\theta \ll 1$. On resonance, $V_z \approx 0$, and the condition simplifies to $V_x \ll D$. Assuming that $n_{\nu_s} \ll 1$, we can approximate $D \approx \frac{1}{2} \Gamma_a$, and the condition is

$$T \gg \left( \frac{\delta m^2 \sin^2 2\theta}{x^2 C_\alpha G_F} \right)^{1/6} \sim 50\text{MeV} \left( \frac{3.15}{x} \right)^{1/3} \left( \frac{\delta m^2}{\text{keV}^2} \right)^{1/6} \left( \frac{\sin^2 2\theta}{10^{-9}} \right)^{1/12} .$$

As a consequence, the approximation could break down before the interesting temperature range has been covered. The second assumption that must hold is a slow change of the effective mass basis. As the resonance is largely controlled by the sterile neutrino density, this assumption might also be stretched when the feedback of a larger sterile density moves the resonance into the bulk of the phase space distribution. Despite these severe limitations, we are now left with a simple differential equation in Equation (5.27) which can be solved by using the expressions for $V_x$, $V_z$ and Equation (5.28).

This approximate method gives results very similar to the full QKE treatment at high temperatures, but there are significant deviations at lower temperatures as expected, where the difference can be several orders of magnitude.

### 5.8.1.2 Adiabaticity

In an attempt to estimate the adiabaticity, we follow Shi and Fuller \cite{85}, where the adiabaticity parameter is given by

$$a = V_x^2 \frac{dx_{res}}{dV_z} \left( \frac{dx_{res}}{dt} \right)^{-1} .$$

The resonant comoving momentum $x_{res}$ is found by putting $V_z = 0$. Assuming that the ordinary matter effect is much smaller than the one from sterile neutrinos, we find

$$x_{res} = \sqrt{\frac{45 \delta m^2}{7 \pi^2 G_X u_{\nu_s}}} \frac{M_X}{\sqrt{2} T^3} .$$

When evaluating $dx_{res}/dt$, we need to determine $du_{\nu_s}/dt$. For this purpose, we assume that there is no redistribution of the momentum states and that each momentum state is filled when the resonance passes, $du_{\nu_s}/dt = f(x_{res})dx_{res}/dt$. Both the first and the second assumption might prove to be inaccurate. In this simplified setup, we can determine $dx_{res}/dt$ and calculate the adiabaticity parameter

$$a = \frac{\delta m^2 \sin^2 (2\theta) x_{res} (2 u_{\nu_s} (e^{x_{res}} + 1) + x_{res})}{24 H T u_{\nu_s} (e^{x_{res}} + 1) x_{res}^2} .$$
If the adiabaticity parameter is larger than one, the resonance is adiabatic, and a significant conversion of neutrinos can be expected. If it is smaller than one, the conversion rate ($\sim V_x$) is too low compared to the width of the resonance ($V_x dx_{\text{res}}/dV_z$) and the speed at which it moves through the momentum distribution ($dx_{\text{res}}/dt$).

### 5.8.1.3 Simulations

The general thermalisation mechanism in this model follows a certain pattern. First, non-resonant oscillations produce a small amount of sterile neutrinos at high energy as
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it is seen just below $T = 200\text{MeV}$ in the upper panel of Figure 5.12. If this production is efficient enough to give $V_s = -V_0 - V_a$, the resonant production begins as it is seen in the second panel for the solid and the dashed line just above $T = 100\text{MeV}$. The resonance starts at high momentum and rapidly moves to low momentum, where it eventually stops and is typically stuck for a large temperature range. This gives rise to a quite cold population of steriles, but as the temperature of the Universe decreases, the resonance eventually starts to move towards higher momenta again. In this process, a much hotter component is added to the sterile population resulting in a temperature $T_{\nu_s} \sim (0.8 - 1.2)T_{\nu_a}$. This behaviour is especially clear for the dot-dashed line in the second and third panels. When looking at all the solutions for the parameters that we have considered, the case of $g_s = 0.0003$ (dot-dashed line) is most representative of a random choice of parameters with a non-negligible production. As the large difference between $g_s = 0.003$ and $g_s = 0.0027$ illustrates, it is not possible to find parameters which produce a partly thermalised, cold sterile neutrino. Either there is only a very limited production, or there is a large production. For certain parameters such as $g_s = 0.003$, it was possible to trap the resonance before it reached low temperatures which however resulted in a warm momentum distribution, but the only slightly lower value of $g_s = 0.0027$ produced a large number density.

We have also compared the energy density that can be calculated using Equation (5.27) to the solutions of the full QKEs in the first panel of Figure 5.12. For large temperatures we find a reasonable agreement for most parameters, but for certain parameters, where the resonance is on the threshold of getting important, the results deviate significantly as it is seen for the solid lines.

Finally, we have also calculated the adiabaticity parameter for these models and compared it to the results from the simulation. An example of this is seen in Figure 5.13. Here we can see how the resonance becomes adiabatic almost from the beginning, and stays so throughout the evolution. The reason for the reduced production at low temperatures is that the resonance has moved to very high momentum at this point (see also the second panel of Figure 5.12) where the Fermi-Dirac distribution is almost zero. While the adiabaticity calculation works well for this particular example, it turns out to be less successful in predicting the behaviour when we find $a < 1$, so although it can give some understanding of the dynamics of the resonance, it is not accurate for determining the degree of thermalisation at this point.

It is also worth noticing again that the vector boson mass is below $100\text{MeV}$ in this case, which means that a wrong potential was used at high temperatures. Therefore, this is not a realistic representation of any physical model, but only a tool to develop a better understanding of the resonant behaviour when self-interacting sterile neutrinos are present.

### 5.8.2 Improvements and a pseudoscalar mediator

To sum up the results, it is possible that a narrow range of parameters exist, where a number density that could be relevant for sterile neutrinos as dark matter is produced, but we expect it to require a high degree of fine tuning of the model parameters in case it is possible. Furthermore, our simulations and analytic analysis suggest that such a population of sterile neutrinos would be hot rather than cold if it is produced. All of this is of course only true under our assumption of $T \gg M_X$. 


Figure 5.13: Resonance adiabaticity.
The adiabaticity condition as a function of temperature and energy density. The example here is for the parameters $m_{\nu_s} = 1$ keV, $\sin^2 2\theta = 10^{-9}$, $G_X = G_F$, $g_s = 0.0003$, and $M_X = 88$ MeV. The contours give the logarithmic value of the adiabaticity condition, while the solid line comes from the solution of the QKEs.

Figure 5.14: Potentials for sterile neutrino dark matter.
The various components of the potential as a function of temperature are indicated by the colored lines. In the region around $T = M_X$ indicated by a dotted blue line, the potential has been interpolated for visualisation. The dashed black line gives the total potential. The parameters used here are $m_s = 1$ keV and $\sin^2 2\theta = 10^{-9}$. 
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A major improvement of the vector boson model would be to include the correct potential at high temperatures. Before embarking on this project, it would be good to have a schematic understanding of where the various contributions to \( V_z \) dominates. However, such an insight is complicated by the fact that \( V_s \) depends on the sterile energy density which can change by many orders of magnitude. With this caveat in mind, we proceed to Figure 5.14, where it was assumed that \( T_\nu_s = p_\nu_s = T \). Apart from this, a number of other simplifying assumptions were made. The sterile potential was calculated using the asymptotic expressions from [96], but around \( T = M_X \), a cubic spline interpolation was used to visualise the resonance. Furthermore, the decoupling of various particles in the background has not been taken into account, as it would not alter the general patterns. At very high temperatures, the normal matter effect must eventually dominate because it scales as \( T^5 \) unless we reach the weak scale, where this scaling stops. If the sterile density is large enough, its potential will dominate \( V_s \) even for some temperatures above \( M_X \), but the resonance is not encountered until \( V_s \) changes sign just below \( T = M_X \). Finally, as the temperature drops further, we encounter the resonance that has been considered in the preceding section which arises because the vacuum contribution to \( V_z \) begins to dominate over \( V_s \).

To get the potential as a simple function of temperature, it is necessary to assume some representative momentum, but in reality the potential also depends on momentum, and different parts of the momentum distribution could be dominated by the different contributions to \( V_z \). Furthermore, the expressions used for \( V_s \) in Figure 5.14 are only valid if both \( p_\nu_s \) and \( T_\nu_s \) are respectively below or above \( M_X \). Hence for a detailed treatment it would be necessary to find the sterile potential through numerical integration for every momentum and temperature [96].

Despite the introduction of the resonance due to the vector boson mass, it seems unlikely that this type of model would give rise to a small cold population of sterile neutrinos suitable to explain dark matter. However, the new resonance will probably have some effect. As the Universe expands and the temperature decreases, the lowest momenta will be the first to pass through the vector boson mass resonance, which could result in a quite cold population of sterile neutrinos. However, such a cold population would accelerate the transition to the low temperature regime, and the transition itself would move the resonance to higher momenta and possibly heat the sterile neutrinos. Even if the transition to the low temperature regime preserves the cold sterile neutrinos, our results from the resonance between \( V_s \) and \( V_0 \) suggest that a large population of sterile neutrinos is unavoidable as soon as the sterile neutrino population is non-negligible and the resonance is important. Although these very rough and preliminary considerations do not bode well for sterile neutrino dark matter produced by resonant oscillations due to self-interactions, only a more detailed treatment using the QKEs can give a final verdict.

With a slightly pessimistic assessment of the vector boson mediator, we will now briefly consider the pseudoscalar case. For this model, there are no complications of a boson mass as we assume it to be negligible compared to all interesting temperatures and energies. As we found in Equation (5.12), the sterile potential is proportional to \( T^2/p_\nu_s \). Therefore both \( V_s \) and \( V_0 \) are inversely proportional to \( p \) meaning that all momentum modes will be resonant at the same time when the equation \( V_0 + V_s = 0 \) is fulfilled. As a consequence, it is hard to imagine that a cold population of sterile neutrinos could be produced even if the resonance is adiabatic at the relevant temperature. Instead, it
might be possible to produce the dark matter at higher temperature, where $V_a > V_0$. This transition happens $\sim 100\text{MeV}$ which means that the temperature approaches the QCD transition where the background plasma changes significantly. Although this complicates matters further, the resonances will probably emerge from large momenta as the sterile density grows and end up at some rather low momenta. If this produces a cold population, and it is possible to suppress the production at the $V_s, V_0$ resonance, this might be a viable way of producing dark matter as a sterile neutrino.

In conclusion, the first attempts to produce a sterile neutrino population that can account for the dark matter in the Universe using the resonance induced by a self-interaction were not successful. Furthermore, the prospects of finding a working mechanism using a vector mediator are not very good, while it looks better for a pseudoscalar mediator. Despite this, it would be interesting to investigate both possibilities further as the present considerations are very qualitative and incomplete.
Part II

Chaotic neutrino oscillations

Does the flap of a butterfly’s wings in Brazil set off a tornado in Texas?

— Edward Lorenz
In Part I we have discussed the thermalisation of sterile neutrinos through oscillations for various models. If one consider the quantum kinetic equations that were introduced in Chapter 2, they are actually linear if the contribution from the neutrino background is ignored and the simplest approximation is used for the collision term. However, for all of the cases that we have considered, we have included some term that introduces a non-linearity in the QKEs. For the full collision term in Chapter 3, the non-linearity was not important in itself, and the numerically expensive part was simply the evaluation of the collision term itself. The large lepton asymmetry in Chapter 4 and the sterile interactions in Chapter 5 were another story. Here the non-linearity gave an important physical feedback, but it was also an annoyance because it complicated the solution of the QKEs significantly. In the case of the large lepton asymmetry, the complications rose to a point where we still have not obtained a numerically stable solution.

While the non-linearity of the equations is often a impediment to solving the problem numerically, it also give rise to unique dynamics that would never be found in the solutions of linear equations. The most extreme case of this is the concept of chaos, where tiny modifications of the initial conditions can lead to widely different final solutions, and the second part of this thesis will be dedicated to that topic.

The introduction of new sterile interactions can certainly introduce non-linearities in the equations, but here we will stay with the usual weak interaction which presents a lot of unsolved problems.

The non-linearity can be introduced in different ways. In the early Universe, the non-linear term is often parametrised by the lepton asymmetry, which depends on the neutrino content of the model. Using this approach we tackle a long-standing problem of alleged chaoticity for certain mixing parameters in the presence of a small lepton asymmetry in Chapter 7. Behaviour that seem chaotic is well documented in the momentum averaged approach, but the results of solving the momentum dependent equations are more ambiguous, and our solution of the problem requires the use of advanced numerical methods.

Another realm of non-linearity is found for supernova neutrinos that experience what is called collective oscillations, and although it is hard to find a butterfly to flap its wings in a supernova, the non-linearities are surely there. Where the non-linear effect in the early Universe is independent of propagation direction, this is a pivotal concept for supernova neutrinos. A number of different instabilities are related to the various directional symmetries that can be broken by neutrino flavour oscillations. In order to widen our knowledge of these, one can attempt to study them one at a time and thereby obtain an improved understanding of their nature. One of these grossly simplified models is studied in Chapter 8, where we assess the degree of chaoticity that it exhibits and characterise the stable and unstable directions in phase space.

The equations that we will solve were already introduced in Chapter 2, but we will need some tools for analysing the chaotic behaviour. These are introduced in Chapter 6 where we discuss stability analysis. We start from simple linear stability analysis and go all the way to Lyapunov exponents and various kinds of Lyapunov vectors that can be used for the characterisation of a chaotic system.
Stability analysis

When a system is described mathematically, this is often done using differential equations or other similar constructions, which one can then attempt to solve analytically or numerically to get a detailed understanding of the system. However, while one such solution can tell everything about that particular case, it is often desirable to know if the solution is also stable towards any small perturbations that might occur. This sort of questions can be answered using stability analysis.

One of the places, where the stability is important is in the numerical solution of differential equations themselves, which we discussed briefly in Section 2.4. Here it is not the stability of the differential equation that is the concern, but rather that of the methods used to solve it — you do not want a differential equation solver to return a result that has no resemblance to the analytical solution. In this chapter, our attention is not going to be on numerical methods, but instead on the general case of a differential equation.

6.1 Linear stability analysis

The simplest and most common approach to stability analysis is to use a linear approximation of the equations of motion. For a vector of variables $\mathbf{y}$, one of the most general formulations of an ordinary differential equation is

$$\dot{\mathbf{y}} = \mathbf{G}(t, \mathbf{y}). \quad (6.1)$$

For such an equation, we can introduce a small perturbation, $\mathbf{w}$, and we can approximate the differential equation by

$$\dot{\mathbf{y}} + \dot{\mathbf{w}} = \mathbf{G}(t, \mathbf{y} + \mathbf{w}) \approx \mathbf{G}(t, \mathbf{y}) + \mathbf{w} \frac{\partial \mathbf{G}(t, \mathbf{y})}{\partial \mathbf{y}}.$$  

Subtracting Equation (6.1) and defining the Jacobian or stability matrix $\mathbf{J} = \frac{\partial \mathbf{G}(t, \mathbf{y})}{\partial \mathbf{y}}$, we find a linear equation for $\mathbf{w}$

$$\dot{\mathbf{w}} = \mathbf{J}\mathbf{w}. \quad (6.2)$$

Assuming that $\mathbf{J}$ can be diagonalised by going to the basis $\mathbf{w}' = \mathbf{U}^\dagger \mathbf{w}$, where $\mathbf{U}$ is a unitary matrix, a complete local solution to the equations has the form

$$\mathbf{w} = \sum_j a_j \mathbf{u}_j e^{\theta_j t}, \quad (6.3)$$

where $\mathbf{u}_j$ is the $j$’th column of $\mathbf{U}$, $\theta_j$ is the corresponding eigenvalue of $\mathbf{J}$ and $a_j$ is a constant determined from the initial condition.
The eigenvalues are not constrained to be in the real numbers, but can also attain complex values. From the solution, we can see that a purely imaginary eigenvalue will not give rise to any significant change in the long run, but only an oscillating behaviour, while a negative real part of the eigenvalue will mean that the corresponding solution decays exponentially. Finally, the most interesting is eigenvalues with positive real parts which will give rise to exponentially diverging solutions. Since it is assumed that \( w \) is a small perturbation to \( y \), this situation will be unstable, and the assumption will soon break down as \( w \) grows large. Hence it is possible to predict whether a system is stable by calculating the eigenvalues of \( J \).

This method was first introduced to neutrino oscillations in dense media by Banerjee, Dighe and Raffelt [127], where they analysed a multi-angle model for supernova neutrinos. Subsequently, the method has been applied with success to many systems [128–131] with the most prominent result being the discovery of an until then unknown instability for supernova neutrinos emitted in different azimuthal angles [52].

While this approach of linear stability analysis has been very successful, it can only give stationary information on each point in the parameter and phase space as the eigenvalues contain no information about how the solution moves around in phase space. In reality, however, the dynamics of the solution can often play an important role for the actual instability of the system.

6.2 Lyapunov analysis

The goal of Lyapunov analysis is to incorporate the dynamical information of the solutions when doing a stability analysis of a given system. This does however require more complicated tools than the linear stability analysis, and the added complexity foster several different techniques that can be used.

Much of the development in Lyapunov analysis comes from meteorology where the weather systems are deeply chaotic and forecasting is one of the most important tasks. For the present description, we will however try to stay general and only dwell at the tools that we have used for neutrino oscillations in the early Universe and in supernovae.

6.2.1 Lyapunov exponents

The most important quantity in Lyapunov analysis is an analogue to the eigenvalue of the Jacobian matrix which is called the Lyapunov exponent, \( \lambda_i \). Where the eigenvalue gives rise to local exponential growth with the rate \( \theta_i \) as we saw in Equation (6.3), the definition of the Lyapunov exponent is such that the distance between two infinitesimally nearby orbits on average grow by \( e^{\lambda_i t} \) during the time \( t \). If we define the difference between such two solutions to be \( v_i \), we can find the Lyapunov exponent as [132–134]

\[
\lambda_i = \lim_{t \to \infty} \frac{1}{t} \ln \frac{\|v_i(t)\|}{\|v_i(0)\|},
\]

where the limit means that we take the average over time.

As for the eigenvalues, a positive Lyapunov exponent indicates that trajectories diverges, while a negative exponent leads to convergence. In contrast to the eigenvalues, the Lyapunov exponents cannot take imaginary values by definition, and must therefore
be vanishing for situations corresponding to the oscillating solutions we found in the linear stability analysis. Here it is important to notice that there of course is no one to one correspondence between the $J$ eigenvalues and the Lyapunov exponents of a system, as the point of defining the Lyapunov exponents is to investigate how the solutions actually behave and which instabilities they pick up.

All of this is only really interesting when the dimension of the system, $n$, is above one, and in that case the different directions in parameter space might not diverge at the same rate. Actually, it will often be the case that some directions converge while others are marginally stable with vanishing Lyapunov exponents and others again do diverge. Hence we can define a full spectrum of Lyapunov exponents: $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$. The most interesting Lyapunov exponent is $\lambda_1$ as it is the largest and hence tends to dominate. If you pick a random perturbation, it will most likely contain some component that grows with the rate $\lambda_1$, and eventually this component will be larger than any other. This is also the reason that our definition of chaos will rely on $\lambda_1$. If the value of $\lambda_1$ is positive and the trajectory is bounded — that is, it has to return to the same part of parameter space over and over again — then we say that the system is chaotic. This said, a larger Lyapunov exponent of course leads to faster growth of perturbations than a smaller exponent, and in that sense the Lyapunov exponents quantify the degree of chaoticity.

Apart from the definition of chaos, the Lyapunov exponents have a few other interesting properties. If the same exponent appears $m$ times in the spectrum, we say that its multiplicity is $m$. This means that there are also $m$ Lyapunov vectors associated with said Lyapunov exponent, and these vectors span a $m$-dimensional vector space, where the $m$ Lyapunov vectors can be picked at will as long as they are linearly independent.

For each of the Lyapunov exponents, it is possible to define several different types of Lyapunov vectors that characterise the direction in which the divergence happens. Unfortunately this choice is not unique as one could have hoped, and different desirable properties of the Lyapunov vectors turn out to be mutually exclusive.

A good visualisation of the full Lyapunov spectrum can be obtained by imagining a generalised box with the first $k$ Lyapunov vectors as the sides. Then the generalised volume of this box will grow at the rate $\sum_{i=1}^{k} \lambda_i$. In this way, the Lyapunov exponents describe how the local vicinity of a point is transformed under the systems dynamics (see also [133] and [135]).

This picture also relates somewhat to properties of the system. If the system is conservative and hence also invertible, the sum of all Lyapunov exponents must be zero [132], and if the sum is negative, it means that the system is dissipative [133]. Furthermore, for Hamiltonian systems, it can be proven that the spectrum must be symmetric such that $\lambda_1 = -\lambda_n$, $\lambda_2 = -\lambda_{n-1}$, $\ldots$, $\lambda_{n/2} = -\lambda_{n/2+1}$ [134], and that every conserved quantity in the Hamiltonian system give rise to two vanishing Lyapunov exponents [132].

In order to calculate the Lyapunov exponents, we need to follow the evolution of perturbations $v$, and as in the case of linear stability analysis, these are determined by the equation $v(t) = J(t)v(t)$. Using these perturbations, it is also possible to define a propagator from $t_1$ to $t_2$

$$v(t_2) = M(t_1,t_2)v(t_1).$$

(6.5)
With this definition, the propagator must obviously also be a solution to the differential equation
\[ \mathbf{M}(t_1, t) = \mathbf{J}(t)\mathbf{M}(t_1, t). \] (6.6)

On the basis of \( \mathbf{M} \), it is possible to give a slightly different definition of the Lyapunov exponents. We construct the matrix \([135, 136]\)
\[ \mathbf{W}_+(t) = \lim_{t' \to \infty} \left( \mathbf{M}(t, t')^T \mathbf{M}(t, t') \right)^{1/(2(t' - t))}, \] (6.7)
which according to Oseledets multiplicative theorem exist for almost every \( t \) using some quite weak assumptions \([137]\). Now we can define the Lyapunov exponents as the logarithms of the eigenvalues of \( \mathbf{W}_+ \). The relationship to Equation (6.4) can be seen by writing \( \mathbf{v}(t) = \mathbf{M}(0, t)\mathbf{v}(0) \).

Apart from an alternative definition of the Lyapunov exponents, the propagator will also form the basis for our exploration of various different Lyapunov vectors.

### 6.2.2 Lyapunov vectors

The simplest approach to associate a vector with every Lyapunov exponent, is to pick a set of arbitrary linearly independent perturbations and evolve them according to Equation (6.2). When taking this approach, a number of problems are encountered. First of all, the vectors will all tend to collapse along the vector associated with the largest Lyapunov exponent. In order to avoid this, it is necessary to orthogonalise the vectors whenever they begin to collapse. The second problem arises if the Lyapunov exponents are either very small (large negative values) or very large, as one might reach the smallest or highest numbers that can be represented numerically. This can be resolved by normalising the vectors and saving the information about their value before the normalisation. Finally, and more subtly than the other issues, you might not get the Lyapunov vector that you are interested in. The procedure outlined here will give what we call the backward singular vectors, while the forward singular vectors and the covariant Lyapunov vectors often have more interesting properties. Under a common name, we use Lyapunov vectors for all of these different vectors.

One approach to define a Lyapunov vector is to generalise the normal modes from the linear stability analysis which are given by \( \mathbf{u}_i \). We will call these vectors covariant Lyapunov vectors, \( \gamma_i \), and require that the \( i \)th vector expands with the rate \( \lambda_i \) when evolved forward in time. Similarly, it must contract at the rate \( -\lambda_i \) when evolving the differential equations backwards in time. These two properties mean that one gets the corresponding covariant Lyapunov vectors at different points when a covariant Lyapunov vector is evolved both forward and backward in time \([136, 138]\), a statement which is not true for the singular vectors \([135]\).

The disadvantage of the covariant Lyapunov vector is its inability to give certain information on the divergence or convergence of a given direction by looking at its components. This sounds a bit convoluted, so here is an example: Assume that we have a three dimensional system with the Lyapunov exponents \( \lambda_1 = 1, \lambda_2 = -1 \) and \( \lambda_3 = -2 \) and the associated covariant Lyapunov vectors \( \gamma_1 = \frac{1}{\sqrt{2}}(1, 1, 0) \), \( \gamma_2 = \frac{1}{\sqrt{5}}(2, 0, 1) \) and \( \gamma_3 = \frac{1}{\sqrt{2}}(1, 0, -1) \). Now, any vector in the \( y = 0 \) plane can be expressed as a linear combination of \( \gamma_2 \) and \( \gamma_3 \), which means that e.g. the vector \( (1,0,0) \) will converge
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towards the solution rather than diverge away from it. This is despite the fact that $\gamma_1$ has a non-zero $x$-component and $\lambda_1 > 0$. If we wish to be able to read of the stability from the Lyapunov vectors in this way, it is actually the forward singular vectors, $f_i$, that are interesting. These are defined such that every vector that grows slower than $f_i$ is in the orthogonal compliment to $f_i$, and therefore they can be obtained from the covariant Lyapunov vectors by an orthogonalisation starting with the $n$’th vector and going backwards. If we do just that for our example, we find that $f_3 = \gamma_3 = \frac{1}{\sqrt{2}}(1, 0, -1)$, $f_2 = \frac{1}{\sqrt{2}}(1, 0, 1)$ and $f_1 = (0, 1, 0)$. From these vectors it is easy to see that the $x$-axis is actually a stable direction while the positive Lyapunov exponent only expands perturbations along the $y$-direction. In most of our cases this turns out not to be a problem, but once in Chapter 8, it is an issue and we explicitly will note it. Except for that we will pretend that the problem does not exist.

When it comes to a more stringent definition of the vectors, we need to get back to the definition of the propagator. It turns out that the forward singular vectors can be found as the eigenvectors of $W_+(t)$ [139]. Similar to the definition of $W_+(t)$, we can define the matrix

$$W_+(t) = \lim_{t' \to -\infty} \left( M(t, t')^T M(t, t') \right)^{1/(2(t'-t))},$$

where the backward singular vectors, $b_i$, can be found as its eigenvectors, while its eigenvalues are $-\lambda_1, -\lambda_2, \ldots, -\lambda_n$.

In order to find a stringent definition of the covariant Lyapunov vectors, it becomes slightly more complicated. First we need to define two sets of what is called Oseledets subspaces. The first set, $O_i^+$, is given by all vectors, where Equation (6.4) gives rise to a Lyapunov exponent smaller than or equal to $\lambda_i$. This can also be expressed in terms of the forward singular vectors as

$$O_i^+ = \text{span} \{f_j(t)|j \geq i\}.$$  \hspace{1cm} (6.9)

In a similar fashion, the other Oseledets subspace, $O_i^-$, consists of all vectors that give rise to a Lyapunov exponent smaller than or equal to $-\lambda_i$ when evolved backwards in time, and this can be expressed in terms of the backwards singular vectors as

$$O_i^- = \text{span} \{b_j(t)|j \leq i\}.$$ \hspace{1cm} (6.10)

The advantage of working with these two subspaces is, that they respect the dynamics of the system. That is, any vector in $O_i^+(t)$ cannot grow faster than $\lambda_i$, which means that $M(t_1, t_2)O_i^+(t_1) = O_i^+(t_2)$. Correspondingly, any vector in $O_i^-(t)$ must grow slower than $-\lambda_i$ under the inversed dynamics, so $M^{-1}(t_1, t_2)O_i^{-}(t_2) = O_i^-(t_1)$. These are the properties that the covariant Lyapunov vectors must also fulfil, and therefore they must be in both subspaces. The exact statement is

$$\text{span} \{\gamma_i(t)\} = O_i^+(t) \bigcap O_i^-(t),$$ \hspace{1cm} (6.11)

and this relation can be used to compute the covariant Lyapunov vectors as we will see in Chapter 8, where the computational details for the Lyapunov vectors are described along with an improved algorithm for the Lyapunov exponents. As it turns out, the numerically reliable computation of covariant Lyapunov vectors requires a persistently chaotic system as we find in the toy model of Chapter 8. However, more realistic models of neutrino oscillations in very dense media often lack this property, and this will be our next topic.
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6.2.3 Transient systems

For many situations, the chaotic behaviour of a system is confined to a specific part of the evolution, where the conditions are special. This is in principle always the case for neutrino oscillations in both the early Universe and in supernovae, and therefore it is very interesting for us.

The problem for such transient systems is that the limit $t \to \infty$ in Equation (6.4) does not make sense even in principle. Instead, one must use the finite-time Lyapunov exponents

$$\lambda_{i,\text{FT}} = \frac{1}{t_2 - t_1} \ln \left( \frac{||v_i(t_2)||}{||v_i(t_1)||} \right).$$

One way to get a better sampling of the Lyapunov exponents in the system is to repeat the calculation many times with slightly different initial perturbations, but this still does obviously not give the same as a limit towards infinity would in a persistently chaotic system.

Instead, the transient nature means that perturbations only have a limited time to grow, and this can be described as lost information about the initial conditions. The amount of information in the initial conditions depend on how well they are known. More decimal points correspond to more information. This original amount of information should then be compared to the amount of information that is lost during the chaotic phase of the evolution. As the Lyapunov exponents give the divergence per time, the lost information by $\lambda_i$ is given by

$$I_i = \int_{t_1}^{t_2} \lambda_i dt.$$ 

Combining this with the finite-time definition of $\lambda_i$ can give an expression for $I_i$ in terms of $v_i$, but using Equation (6.12) means that we will measure the lost information in $e$-foldings, where it is more common to use bits [133]. Therefore we use 2 as a base for the logarithm, and we get the expression

$$I_i = \frac{1}{t_2 - t_1} \log_2 \left( \frac{||v_i(t_2)||}{||v_i(t_1)||} \right).$$

As for the Lyapunov exponents, it might be interesting to know which directions the information loss is associated with, but here the transient nature again gives problems.

Although it is in principle possible to calculate all the various Lyapunov vectors, the results will not be very reliable, as the numerical algorithms (see the appendix in 8.2.A) needs some time to settle into the chaotic behaviour, and this time might not be available for the transient systems.
Chaotic growth of the lepton asymmetry

The intriguing connection between neutrino oscillations and a lepton asymmetry has been around for several decades as already pointed out in Chapter 4, and the story of the chaotic generation of a significant lepton asymmetry also starts two decades ago.

The initial foundation was put down by Foot, Thomson and Volkas [140] when they realised that it is possible to produce a large lepton asymmetry using active-sterile neutrino oscillations. They did, however, not realise that there was a potential for any chaotic behaviour in their findings. Nonetheless, this aspect was soon pointed out by Shi [141] who had solved the momentum averaged quantum rate equations and found that the final sign of the lepton asymmetry was very sensitive to the parameters and initial conditions. This result was later confirmed numerically [142], but at the same time, the validity of the numerics were also questioned by another group [143]. In the end, the issue was settled, concluding that the oscillations are indeed present when solving the quantum rate equations [144, 145], while when employing what has been called the static approximation, no oscillations are present [146]. This leaves the problem of which description is more accurate for describing the physics. The static approximation has the advantage that it attempts to describe the full momentum distribution using various approximations, and hence it should be preferred when its assumptions are applicable. As it turns out, this still leaves an uncovered region where the chaotic behaviour is found using the quantum rate equations. The problem using these is that they describe the full momentum distribution as one state. This is fine when all states behave similarly, but the present case depends crucially on a narrow resonance that only affects a small part of the momentum states at a time, and therefore the validity is questionable.

Nonetheless, there have continued to be an interest in the chaotic behaviour of the quantum rate equations [147, 148], an interest that is mainly motivated by the interesting phenomena that such a chaotic lepton asymmetry production would cause. The most spectacular effect is the creation of domains of varying lepton asymmetry sign throughout the Universe [149]. Apart from having different effect on the primordial nucleosynthesis in different parts of the Universe, such a division into domains would also give rise to a large production of sterile neutrinos at the domain walls, and this should in itself have observable consequences.

In an attempt to resolve the problem for once, a the two groups of Di Bari and Foot [150] and Kainulainen and Sorri [46] solved the momentum dependent quantum kinetic equations numerically. Unfortunately, both calculations were haunted by very tough numerics. For Di Bari and Foot it resulted in a lack of convergence that lead them to conclude that the chaotic behaviour was plausible. On the other hand, Kainulainen and Sorri got their calculation under control, and could show something reminiscent of chaotic behaviour, but the means of controlling the calculation was an unphysical
term that could invalidate the physics and therefore also the conclusions based on the simulations.

In the paper presented in the next section, we follow the ingenious approach of Kainulainen and Sorri that allows one to resolve the narrow resonance well using a comparatively low number of momentum bins. On top of this, we employ advanced numerical solvers for stiff differential equations and combine them with a multi-threaded high-performance LU-decomposition algorithm that allows us to improve even more upon the momentum resolution in our simulations.

As we look for chaotic behaviour, we use the concept of information loss described in Section 6.2.3, and we confirm that the quantum rate equations are indeed chaotic in the sense that they disperse of so much information that random thermal fluctuations in the initial lepton asymmetry become decisive for the final sign of the asymmetry. For the QKEs, we reach the opposite conclusion. Although the numerics are haunted by chaotic behaviour for the low resolution calculations, the chaotics go away when a proper resolution is used in all the relevant parts of momentum space. While some parts of momentum space need a high resolution for physical reasons (a resonance is present), other parts need it for numerical reasons only. Using this scheme, we are able to cover the parameters where Di Bari, Foot, Kainulainen and Sorri found signs of chaotic behaviour. Additionally, we can prove that parameters far away from the domain of the static approximation also lead to a non-chaotic lepton asymmetry.

Compared to the published version, the introduction has been removed, and the section on quantifying chaos has been reduced by refering to Chapter 6. Also a few typos in calculating the resonances has been corrected and the link for LASAGNA has been updated. Most of the equations for the QKEs in Section 7.1.1 are very similar to what was described in Chapter 4, but they have been included for reference as they are used when discussing the QKEs results.
7.1 Can active-sterile neutrino oscillations lead to chaotic behavior of the cosmological lepton asymmetry?

Steen Hannestad, Rasmus Sloth Hansen, Thomas Tram [1]

While the cosmic baryon asymmetry has been measured at high accuracy to be $6.1 \times 10^{-10}$, a corresponding lepton asymmetry could be as large as $10^{-2}$ if it hides in the neutrino sector. It has been known for some time that such an asymmetry could be generated from a small initial asymmetry given the existence of a sterile neutrino with a mass less than the mass of the active neutrino. While the magnitude of the final lepton asymmetry is deterministic, its sign has been conjectured to be chaotic in nature. This has been proven in the single momentum approximation, also known as the quantum rate equations, but has up to now not been established using the full momentum dependent quantum kinetic equations. Here we investigate this problem by solving the quantum kinetic equations for a system of 1 active and 1 sterile neutrino on an adaptive grid. We show that by increasing the resolution, oscillations in the lepton asymmetry can be eliminated so the sign of the final lepton asymmetry is in fact deterministic. This paper also serves as a launch paper for the adaptive solver LASAGNA which is available at https://github.com/ThomasTram/LASAGNA.

7.1.1 Equations of motion

The full system of oscillating and scattering neutrinos in the early Universe at temperatures close to neutrino decoupling is in principle described by the full $N$-body Hamiltonian which can be followed in time using the Liouville-Von Neumann equation for the density matrix. However, in the system of interest here, correlations introduced by collisions can safely be ignored and the system can be followed using the reduced 1-body density matrix (see [41] for an excellent treatment of this point). The system of equations for the reduced 1-particle density matrix is a generalisation of the 1-particle Boltzmann equation, known as the quantum kinetic equations.

7.1.1.1 Quantum kinetic equations

We use the density matrix formalism to describe the oscillations between active and sterile neutrinos, and we parametrise the density matrix using Bloch vector components:

$$
\rho = \frac{1}{2} f_0 \left( P_0 + \mathbf{P} \cdot \sigma \right), \quad \bar{\rho} = \frac{1}{2} f_0 \left( \bar{P}_0 + \bar{\mathbf{P}} \cdot \sigma \right),
$$

(7.1)

where $\sigma$ is the Pauli matrix, and $f_0 = (1 + \exp(p/T))^{-1}$ is the Fermi-Dirac distribution function with zero chemical potential.

Since the lepton number is calculated from the asymmetry between neutrinos and anti-neutrinos, it is crucial to know this quantity with good numerical precision. We achieve this by changing to the symmetric and asymmetric variables

$$
P_i^\pm = P_i \pm \bar{P}_i, \quad i = 0, x, y, z.
$$

(7.2)
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Furthermore, we change to the more physical variables

\[ P_a^\pm = P_0^\pm + P_z^\pm = 2\rho_{a0}^\pm / f_0 \]  
\[ P_s^\pm = P_0^\pm - P_z^\pm = 2\rho_{s0}^\pm / f_0. \]  

With this choice of variables, the quantum kinetic equations finally have the form [46, 48]:

\[ \dot{P}_a^\pm = V_x P_y^\pm + \Gamma \left[ 2f_{eq}^\pm / f_0 - P_a^\pm \right], \]  
\[ \dot{P}_s^\pm = -V_x P_y^\pm, \]  
\[ \dot{P}_y^\pm = -(V_0 + V_1) P_y^\pm - V_L P_x^\pm - DP_y^\pm, \]  
\[ \dot{P}_y^\pm = (V_0 + V_1) P_x^\pm + V_L P_x^\pm - \frac{1}{2} V_x (P_a^\pm - P_s^\pm) - DP_y^\pm. \]  

Defining the co-moving momentum \( x = p/T \) and the degeneracy parameter \( \xi = \mu/T \), \( f_{eq}^\pm \) are given by

\[ f_{eq}^\pm = \frac{1}{1 + e^{x_\pm - \xi}} \pm \frac{1}{1 + e^{x_\pm + \xi}}. \]  

The potentials are given by

\[ V_x = \frac{\delta m_s^2}{2xT} \sin 2\theta_s, \]  
\[ V_0 = -\frac{\delta m_s^2}{2xT} \cos 2\theta_s, \]  
\[ V_1^a = -\frac{7\pi^2}{45\sqrt{2} M_Z^2} [n_{\nu_a} + n_{\bar{\nu}_a}] g_a, \]  
\[ V_L^a = \frac{2\sqrt{2} \xi(3)}{\pi^2} G_F T^3 L_{(a)}, \]  

where the \( x \) subscript on \( V \) denotes the \( x \)-direction in the Bloch space, not to be confused with the comoving momentum \( x = p/T \). The last two potentials depend on which active neutrino flavour we are considering. For an electron neutrino \( g_e = 1 + 4 \sec^2 \theta_W / (n_{\nu_e} + n_{\bar{\nu}_e}) \) while for a muon or tau neutrino \( g_{\mu,\tau} = 1 \). All number densities \( n_\nu \) are normalised to 1 in thermal equilibrium. The effective asymmetries are given as

\[ L_{(e)} = \left( \frac{1}{2} + 2\sin^2 \theta_W \right) L_e + \left( \frac{1}{2} - 2\sin^2 \theta_W \right) L_\nu - \frac{1}{2} L_\nu + 2L_{\nu_e} + L_{\nu_\mu} + L_{\nu_\tau}, \]  
\[ L_{(\mu)} = L_{(e)} - L_e - L_{\nu_e} + L_{\nu_\mu}, \]  
\[ L_{(\tau)} = L_{(e)} - L_e - L_{\nu_e} + L_{\nu_\tau}, \]  

where \( L_f \equiv (n_f - n_{\bar{f}})N_f/N_\gamma \) and \( N_f \) and \( N_\gamma \) are the fermion and photon number densities in equilibrium respectively.

The collisional damping can be approximated as

\[ D = \frac{1}{2}\Gamma, \]  

where the subscript on \( D \) denotes the type of collision.
where $\Gamma$ is the scattering rate of neutrinos with other neutrinos and electrons in the electron neutrino case. When evaluating the full matrix element it turns out that it can be well approximated by

$$\Gamma = C_a G_F^2 x T^5. \quad (7.18)$$

The constant $C_a$ depends on the flavour and has the values $C_e \approx 1.27$ and $C_{\mu,\tau} \approx 0.92$.

With all the quantum kinetic equations in place, we could in principle solve the equations now. However, the re-population term of Equation (7.5) breaks lepton number conservation because of the approximate form of the scattering kernel, Equation (7.18). To ensure this conservation, we evolve an additional differential equation for $L$ where we have put the offending term to zero in the integrand by hand:

$$\dot{L}(s) = \frac{1}{8\zeta(3)} \int_0^\infty dx x^2 f_0 V_x P_y. \quad (7.19)$$

Finally, we will use the following explicit form for the degeneracy parameter, $\xi = \mu/T$ [48]:

$$\xi = -\frac{2\pi}{\sqrt{3}} \sinh \left( \frac{1}{3} \arcsinh \left( -\frac{18\sqrt{3}\zeta(3)}{\pi^3} L(s) \right) \right). \quad (7.20)$$

### 7.1.1.2 Parametrisation of momentum space

The quantum kinetic equations, that we want to solve, have now been presented. However, as it was pointed out by Kainulainen and Sorri [46], any attempt of solving the equations using a uniform grid in momentum space is doomed, due to the very narrow resonances that are present for small mixing angles. In order to resolve these features, we will use a slightly modified version of the parametrisation they introduced.

As a first step we map the momentum grid, $x$, to the variable $u$ such that the extremal point of $x$ gets mapped to $u \approx 1/2$:

$$u(x) = K \frac{x - x_{\text{min}}}{x + x_{\text{ext}}} + \frac{x_{\text{ext}} + x_{\text{max}}}{x_{\text{max}} - x_{\text{min}}}, \quad K = \frac{x_{\text{ext}} + x_{\text{max}}}{x_{\text{max}} - x_{\text{min}}}. \quad (7.21)$$

This improves the resolution where the distribution has most weight, but it does not help much in resolving the resonances.

The resonances can be found from the condition $V_z \equiv V_0 + V_1 + V_L = 0$. For the inverted hierarchy this results in the resonances [48]

$$x_{r_1} = \sqrt{\frac{V_0}{V_1}} \left( -A + \sqrt{1 + A^2} \right), \quad (7.22)$$

$$x_{r_2} = \sqrt{\frac{V_0}{V_1}} \left( A + \sqrt{1 + A^2} \right), \quad (7.23)$$

where $A = \frac{1}{2} V_L / \sqrt{|V_1| V_0}$. For the normal hierarchy and $A \geq 1$, the resonances are

$$x_{r_1} = \sqrt{\frac{V_0}{V_1}} \left( A - \sqrt{A^2 - 1} \right), \quad (7.24)$$

$$x_{r_2} = \sqrt{\frac{V_0}{V_1}} \left( A + \sqrt{A^2 - 1} \right). \quad (7.25)$$
For the inverted hierarchy there is always one resonance for the neutrinos and one for the anti-neutrinos. For the normal hierarchy there are either two resonances for neutrinos or two for anti-neutrinos.

To improve the resolution at these points, we have used the same polynomials as Kainulainen and Sorri [46]. We have however used a scheme allowing for \( N_{\text{res}} \) points with improved resolution instead of only the two they used. This was done using the parametrisation

\[
\begin{align*}
\alpha v + a_1 + b_1(v - v_{r_1})^3 & \quad \text{for } v < v_{c_1}, \\
\alpha v + a_i + b_i(v - v_{r_i})^3 & \quad \text{for } v_{c_{i-1}} < v < v_{c_i}, \quad i = 2, \ldots, n - 1 \\
\alpha v + a_n + b_n(v - v_{r_n})^3 & \quad \text{for } v_{c_{n-1}} < v,
\end{align*}
\]  

(7.26)

where \( v_{c_i} = \frac{1}{2}(v_{r_i} + v_{r_{i+1}}) \).

The differentiability of \( u(v) \) requires that

\[
\lim_{v \to v_{c_i}^+} \frac{du(v)}{dv} = \lim_{v \to v_{c_i}^-} \frac{du(v)}{dv},
\]

(7.27)

and thus \( b \equiv b_i \forall i, j \). When we furthermore require continuity, and that \( u(0) = 0 \), and \( u(1) = 1 \), we get the equations

\[
\begin{align*}
& a_{i-1} + b(v_{c_i} - v_{r_{i-1}})^3 = a_i + b(v_{c_i} - v_{r_i})^3, \\
& 0 = a_1 - b(v_{r_1})^3, \\
& 1 = a_n + b(1 - v_{r_n})^3 + \alpha.
\end{align*}
\]

(7.28-7.30)

This system of equations cannot be solved analytically, but using Newton’s method we can find \( b \) and \( v_{r_i} \). It is also possible to set up differential equations describing \( v_{r_i} \), but given that Newton’s method converges to machine precision in just a handful of iterations, we prefer this method due to its increased precision. Note that speed is never an issue here, since the work required in this step is completely negligible compared to the work required to calculate the remaining part of the right hand side.

With this parametrisation in place, the concentration of points close to the resonances can be increased when \( \alpha \) is decreased. However the parametrisation introduce a complicated time dependence, and we have to modify QKE in order to take this into account [46]:

\[
\left( \frac{\partial \rho}{\partial T} \right)_{x} = \left( \frac{\partial \rho}{\partial T} \right)_{v} + \left( \frac{\partial u}{\partial T} \right)_{v} \left( \frac{\partial v}{\partial u} \right)_{T} \left( \frac{\partial \rho}{\partial v} \right)_{T}.
\]

(7.31)

The first term is the ordinary QKE, while the last describes the changes induced by the parametrisation. The three factors in the last term can be found using different methods [46]. \( (\partial \rho / \partial v)_{T} \) can be found using a simple stencil method. \( (\partial v / \partial u)_{T} = (\partial u / \partial v)_{T}^{-1} \) can be found by differentiation of Equation (7.26). Finally, \( (\partial u / \partial T)_{v} \) can also be found by differentiating Equation (7.26), but the result depends on \( \partial v_{r_i} / \partial T \). To determine these, Equation (7.28) and (7.30) must be differentiated, and then the resulting system of linear equations can be solved. Note that Equation (7.29) can be used to find an expression for \( b \) and \( \partial b / \partial T \), but it could also be included as another equation if \( \partial b / \partial T \) was included as an unknown.
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7.1.1.3 Quantum rate equations

The QRE can be derived from QKE by applying two approximations. The first and most important approximation is to replace the momentum by its mean value $\langle p \rangle = \frac{7\pi^4}{(180\zeta(3))} T \simeq 3.15 T$, assuming a thermal distribution. This greatly reduces the number of equations in the system and gives a much simpler system to solve. Next, we neglect re-population of active neutrinos from the plasma. This is a good approximation provided that

$$|\delta m^2| \sin^4(2\theta) \lesssim 10^{-9}.$$  \hfill (7.32)

This is the case for the parameters we are interested in. As a consequence $\dot{P}_0 = 0$, and the change from $P_0$ and $P_z$ to $P_a$ and $P_s$ does not give any advantages. Finally, $L$ can be calculated directly from $P_a - \bar{P}_a$, and since we are neglecting re-population, it is not necessary to evolve an independent variable to ensure lepton number conservation. In the next paragraphs we will sum up the result of the considerations above.

The density matrices of the system can be written as

$$\rho = \frac{1}{2} (1 + \mathbf{P} \cdot \sigma), \quad \bar{\rho} = \frac{1}{2} \left(1 + \bar{\mathbf{P}} \cdot \sigma\right).$$  \hfill (7.33)

Since the interesting quantity is the lepton asymmetry, we will still use the variables

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{The difference between $v$ and $x$. Note that $x$ runs from only 0 to 1, while $v$ covers $x$-values from 0 to 100.}
\end{figure}
$P_i^\pm = P_i \pm \bar{P}_i$ to improve numerical accuracy. The time derivatives of these are:

\begin{align*}
\dot{P}_x^\pm &= -(V_0 + V_1)P_x^\pm - V_LP_y^\mp - DP_x^\pm, \\
\dot{P}_y^\pm &= (V_0 + V_1)P_x^\pm + V_LP_x^\mp - V_zP_z^\pm - DP_y^\pm, \\
\dot{P}_z^\pm &= V_xP_y^\pm.
\end{align*}

(7.34) (7.35) (7.36)

The potentials $V_0$, $V_1$, and $V_L$ are still given by equations (7.10)-(7.13) and the damping $D$ by Equation (7.17), but now $x = 3.15$.

The lepton asymmetry can be calculated from the $z$-component of $P$: [58]

\[ L = 2 \cdot \frac{3}{8}(n_{\nu_\alpha} - n_{\bar{\nu}_\alpha}) + 2 \cdot L_{\text{initial}} = \frac{3}{8}P_z^\pm + 2L_{\text{initial}}. \]  

(7.37)

While the above considerations give the correct equations, it might not be obvious why the approximations are justified. For a more rigorous derivation see e.g. Enqvist, Kainulainen, and Thomson [58] or McKellar and Thomson [45].

### 7.1.2 Quantifying chaos

The stochastic behaviour of the lepton asymmetry sign has been demonstrated qualitatively in QRE [142, 148] and for a few points in parameter space in QKE [46]. To quantify this we need to use some tools from the mathematical theory of chaos as it was done for QRE in [147]. These were introduced in Chapter 6, and since the Universe expands and the chaotic behaviour is confined to a limited range of temperatures, this is an example of a transient system which was discussed in Section 6.2.3.

The information present in the system depends on the thermal fluctuations in the early Universe which give a random background with $\Delta L \approx 10^{-18}$. The initial lepton asymmetry is assumed to be $10^{-10}$, an the difference corresponds to about 25 bits of information [147, 150].

Apart from the information, we would also like to investigate some of the Lyapunov vectors, but the calculation of all Lyapunov vectors requires the solution of $O(64v_{\text{res}}^2)$ differential equations which is unfeasible. Therefore, we limit our calculation to the largest Lyapunov exponent and the corresponding backwards singular vector.

Finally, there are some numerical issues to consider. The calculation of $J$ in every time step requires $O(v_{\text{res}})$ evaluations of the QKEs, making the calculation unfeasible again. Instead, we make a compromise in accuracy by using the Jacobian matrix computed by the solver although it is not calculated as often\(^1\). Another performance issue arises regarding the initial value of $v_i$. The direction of $v_i$ must be chosen randomly to ensure the presence of a leading eigenvector component. However, this initial random direction gives rise to a very sensitive system and forces the solver to take very small steps. To circumvent this problem we suppress the numerical importance of the initial $v_i$ by choosing $|v_i| \ll 1$. Both of these simplifications influence the detailed development of $I(t)$, but it does not change the overall patterns.

\(^1\)The criterion for recalculating the Jacobian is based on the convergence speed of the linearised system. Thus, it is reasonable to believe that the Jacobian will be recomputed if it is too different from the correct Jacobian.
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\[ \delta m^2 = -10^{-2} \text{eV}^2, \sin^2(2\theta) = 10^{-7} \]

Figure 7.2: The lepton asymmetry for \( \delta m^2 = -10^{-2}\text{eV}^2 \) and \( \sin^2(2\theta) = 10^{-7} \) using quantum rate equations. Sign changes are marked with dots.

7.1.3 Results

7.1.3.1 Quantum rate equations

We have solved the quantum rate equations numerically for the muon neutrino case, and our results are similar to what others have found [142, 147, 148]. We have furthermore followed the evolution of the Lyapunov vector and calculated the total information loss. An example that demonstrates the type of oscillations we see is found in Figure 7.2. Since we only follow one momentum state, we can predict the expected position of the oscillations by solving \( V_0 + V_1 + V_L = 0 \), and we find that this prediction holds. In Figure 7.2 we see a significant number of oscillations, but if \( \sin^2(2\theta) \) is decreased, the number of oscillations decreases as well while an increased value of \( \sin^2(2\theta) \) results in more oscillations. The number of oscillations and the resulting loss of information also depends on \( \delta m^2 \), but in a less straightforward way.

The amount of information that is lost for a given set of parameters is seen in Figure 7.3. On top of this, the final sign of the lepton asymmetry is shown as a bright or dark shading, and the agreement between the two patterns is quite good. The area where the lepton asymmetry sign seems to be very sensitive to changes in \( \delta m^2 \) and \( \sin^2(2\theta) \) are the same areas where the information loss exceeds the limit for stochasticity, \( I = 25 \). The slightly high values of information loss that show up in the lower left corner is likely due to a loss of information that is not related to the lepton asymmetry since the associated Lyapunov vector, which indicates the variables that are responsible for the information loss, is mainly pointing in the \( P_x \) and \( P_y \) direction.

The levels of information loss in Figure 7.3 show the same tendency as the Lyapunov...
Chaotic growth of the lepton asymmetry

Figure 7.3: The Information is shown in colour. A bright shading of the colour indicates a positive final lepton asymmetry and a dark shading of the colour indicates a negative final lepton asymmetry. All $I > 25$ have the same colour as this is the limit of stochasticity.

analysis that was done previously [147]. The numbers are not exactly the same, but the exact results depend on the numerical scheme that is used as well as the initial temperature and other parameter choices. This means that the loss of information cannot be used as an exact gauge to distinguish stochastic and non-stochastic areas, but it can help to deepen our understanding of the quantum rate equations.

7.1.3.2 Quantum kinetic equations

The quantum kinetic equations have been solved numerically using a numerical differentiation formulae of order 1-5(ndf15) devised by Shampine and Reichelt [62], and again we have focused on the muon neutrino case. Since the system is expected to be stiff, we have reduced the maximal order from 5 to 2, and thereby the solver becomes L-stable. The ndf15 method is implicit and uses a modified Newton’s method to solve the implicit equation. This imply the solution of matrix equations, and due to the need of many momentum bins, they take up most of the computation time. To improve the performance and take advantage of multicore CPU’s we used the SuperLU_MT package [152, 153] to solve the matrix equations. SuperLU_MT takes advantage of a very clever work distribution mechanism, and it depends on efficient BLAS-implementations for speed. It is possible to use a multithreaded BLAS implementation in conjunction with SuperLU, but we found it most efficient to use a sequential BLAS and let SuperLU_MT do all the threading. We tested three different BLAS-libraries and found Intel’s MKL BLAS to be the fastest for our purposes.
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\[ \delta m^2 = -10^{-2} \, \text{eV}^2, \quad \sin^2(2\theta) = 10^{-7} \]

**Figure 7.4:** The lepton asymmetry for \( \delta m^2 = -10^{-2}\text{eV}^2 \) and \( \sin^2(2\theta) = 10^{-7} \). Stars mark sign changes. Note that \( v_{\text{res}} = 1600, 2400, \) and \( 3200 \) are indistinguishable. The parameters used here are also used in Figure 7.2.

\[ \delta m^2 = -10^{-2} \, \text{eV}^2, \quad \sin^2(2\theta) = 10^{-6} \]

**Figure 7.5:** The lepton asymmetry for \( \delta m^2 = -10^{-2}\text{eV}^2 \) and \( \sin^2(2\theta) = 10^{-6} \). Stars mark sign changes.
Our main results are shown in Figure 7.4-7.6. All three cases show that the oscillations present for a small number of momentum bins disappear when a sufficiently large number of bins are used. The first figure also confirms that the solution has converged as the three solutions with most bins are indistinguishable. These results are also unchanged when we modify the parametrisation parameters within reasonable limits, and the patterns are similar for all the points in parameter space that we have examined. This is contrary to the findings using quantum rate equations (QRE) \[142, 147, 148\] and to the results of two earlier studies using the full quantum kinetic equations (QKE) \[46, 146\]. The chosen oscillation parameters in Figure 7.4-7.6 are all in the region where QRE show many oscillations, and the parameters of Figure 7.5 are in a part of the parameter space where the final sign of the lepton asymmetry appears to be stochastic \[142, 148\].

The lack of oscillations can be understood from the quantum kinetic equations. Consider the equations for $P_y^+$, $P_x^+$ and $P_y^-$. Let us take a point in momentum space above the resonant value as it is done in Figure 7.7. Here the time derivatives are very close to zero before the resonance has passed. As the temperature decreases, the resonance approaches the point, and $(V_0 + V_1)P_x^+$ becomes less dominant in the equation for $\dot{P}_y^+$. Since $-1/2V_xP_x^+$ is unchanged, this leads to

\[
\begin{align*}
\dot{P}_y^+ &= (V_0 + V_1)P_x^+ + V_LP_x^- - \frac{1}{2}V_z\left(P_a^+ - P_s^+\right) - DP_y^+ \\
\dot{P}_x^+ &= -(V_0 + V_1)P_x^- - V_LP_y^- - DP_x^+ \\
\dot{P}_y^- &= (V_0 + V_1)P_x^- + V_LP_x^+ - \frac{1}{2}V_z\left(P_a^- - P_s^-\right) - DP_y^- 
\end{align*}
\tag{7.38}
\tag{7.39}
\tag{7.40}
\]

Figure 7.6: The lepton asymmetry for $\delta m^2 = -1\text{eV}^2$ and $\sin^2(2\theta) = 10^{-6}$. Stars mark sign changes.
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Figure 7.7: \( P_y^+, P_x^+, \) and \( P_y^- \) as a function of \( T \) for \( x = 0.3, \delta m^2 = -10^{-2}\text{eV}^2, \) and \( \sin^2(2\theta) = 10^{-7} \) as in Figure 7.2 and Figure 7.4.

a rise in \( P_y^+ \). The growing value of \( P_y^+ \) effects \( \dot{P}_x^+ \), and \( P_x^+ \) becomes positive as well. Finally, this affects \( P_y^- \) which becomes positive due to the term \( V_L P_x^+ \). When this initial mechanism has excited the different parts of the density matrix, the complexity of the full equations dictates the detailed evolution, but eventually the damping terms will dominate, and \( P_y^- \) becomes zero.

To sum up the mechanism: The amplitude of \( P_y^- \) depends directly on the value of \( L \), and as \( L \) decreases the amplitude, \( P_y^- \) does the same. Since \( dL/dt \) is the integral of \( P_y^- \), this mechanism means that as \( L \) approaches zero so does \( dL/dt \), and there will never be a sign change in \( L \).

Despite the feedback mechanism just described, we see oscillations when the number of momentum bins is too small. This happens because the mechanism is a gross simplification, and different effects that are not considered can easily make the approximations break down. For the case in Figure 7.4 we can try to understand why the solutions show oscillation for 800 momentum bins but no oscillations for 1600 and 3200 bins.

In Figure 7.8 the evolution of \( dL/dt \) is shown as a function of temperature. As it could be expected, there are oscillations for 800 bins. What might be more surprising is that the solutions with 1600 and 3200 bins show oscillations as well, however on a much smaller scale. Since \( dL/dt \) is the integral of \( P_y^- \), we consider this variable in Figure 7.9. At a temperature of 20MeV there is no difference between the three solutions. In the first panel some small oscillations start to emerge, and they become dominant for the solutions of the 800 and 1600 bin cases at a temperature of 12.5MeV. The key difference between 800 and 1600 bins is that the oscillations are symmetric around the correct solution in the 1600 bin case and asymmetric in the 800 bin case. This explains the difference in Figure 7.8. Notice also that the scale of the y-axis decreases dramatically as the temperature evolves. This is to be expected due to the feedback mechanism.
Figure 7.8: The oscillations in $L$ are also present in $dL/dt$ as it could be expected. The parameters are $\delta m^2 = -10^{-2} \text{eV}^2$ and $\sin^2(2\theta) = 10^{-7}$ as in Figure 7.4, and the system has been solved for the same values of $T$. Stars mark sign changes.

Figure 7.9: $\delta m^2 = -10^{-2} \text{eV}^2$ and $\sin^2(2\theta) = 10^{-7}$ as in Figure 7.4 and 7.8. $P_g^-$ is dominated by prominent oscillations as the temperature falls, and this leads to the oscillations seen in Figure 7.8.
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Figure 7.10: Compare this Figure to Figure 7.9. The oscillations in $P_y^-$ come from the $V_x^-$-term in Equation (7.40). The oscillations in this term are present even for high temperatures, but they do not dominate until the remaining terms shrink to $O(10^{-3})$.

When we want to pinpoint the source of these rapid oscillation further, we need to look at $dP_y^-/dT$. This is a quite complicated quantity where the different terms cancel each other to a very high degree, and the oscillations could in principle originate in a complicated interplay between the different terms. Fortunately, the $V_x^-P_s^-$-term seems to contribute a lot more to the oscillations than the other terms as it is seen in Figure 7.9. This means that the oscillations come from $P_s^-$, and as Figure 7.11 shows the oscillations grow gradually from some ill resolved features. $P_s^-$ has the advantage that its derivative is very simple. It only depends on $P_y^-$ which has no oscillations at that high temperatures, and thus the only possibility is that the oscillations come from the term added to account for the parametrisation. This is also to be expected since an insufficient resolution in momentum space results in an inaccurate estimate of $\partial P_s^-/\partial v$.

The most straightforward way to eliminate the error in $\partial P_s^-/\partial v$ is to increase the number of momentum bins in the calculation, but another option is to change the parametrisation. When increasing the $\alpha$ parameter, less points are placed close to the resonance and more away from it. This is shown in Figure 7.12 where the convergence is achieved by increasing $\alpha$ rather than increasing $v_{\text{res}}$. The drawback of this approach is that the resonance becomes ill resolved at some point, and this does also result in oscillations. A hint of this effect can be seen in Figure 7.12 for high temperatures, but it is too small to influence the final result. A third method to improve the sampling of the negative feature in Figure 7.11 is to change the parametrisation. This can easily be done by including a third $v_r$ in Equation (7.26). Since the feature starts at the original position of the resonance, and $P_s^-$ = 0 when the resonance has moved away, it
remains at this position at least until the lepton asymmetry starts to grow, and this is the period we are interested in. With this modification to the code we can show the convergence to no oscillations even for $\delta m^2 = -1\text{eV}^2$ and $\sin^2(2\theta) = 10^{-7}$, which is in the middle of the oscillating region found by Di Bari and Foot [146]. In general, many different effects may result in oscillations, and we shall not try to describe all the cases here. However, all the oscillations we have seen disappear when the number of momentum bins is high enough and all features are well resolved.

We have tried to include a smoothing term for the sterile neutrinos to confirm the oscillations seen by Kainulainen and Sorri [46]. In order to conserve the number density we added

$$R_{\nu_s} = r_s \Gamma \left( n_{\nu_s} f_{eq}(p, \mu) \pm n_{\bar{\nu}_s} f_{eq}(p, -\mu) - \rho_{ss} \right)$$

(7.41)

to $\dot{P}_s^\pm$. This did give rise to some oscillations with amplitudes a lot smaller than $10^{-10}$, but the solution converged to our original result when $r_s$ was gradually reduced. It is worth noting that the computation time was reduced with a factor of $\sim 15$ when the distributions of the sterile neutrinos were smoothed out. Unfortunately the amount of smoothing that is necessary to remove the numerical noise in $P_s^-$ is so large that it significantly alters the behaviour of $L$, even when the added term conserves number density. The reason for the high sensitivity of $L$ is the large cancellations that occur in several different terms, one of them being for $dL/dt$ which is the integral of an oscillating function as shown in Figure 7.9.
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**7.1.3.3 Lyapunov analysis of quantum kinetic equations**

In the previous section we have shown that the oscillating behaviour found in QRE disappear in QKE when an adequate number of momentum bins is used. However, it could still be interesting to see how this disappearance manifests itself in the Lyapunov analysis of the system.

When calculating the information loss, the initial direction of the Lyapunov vector is chosen at random. As the computation is started, this initial direction changes, and the length of it grows rapidly leading to an information loss of approximately 20 bits. Since this information loss can not be related to a physical phenomenon, but has a purely numerical origin, we reset the scale of information loss accordingly. The parameters we have chosen to investigate are once again those of Figure 7.4. Since the Lyapunov analysis introduces \( n \) additional equations, we have chosen to vary \( \alpha \) instead of the number of bins. The results are shown in Figure 7.13.

The oscillating case is seen to the left, and the information loss is substantial here as could be expected. When \( \alpha = 0.1 \), the information loss is associated with a Lyapunov vector pointing in the direction of \( P_x^\pm \) and \( P_y^\pm \). This loss of information is obviously not related to an unpredictable sign of the lepton number, but it is rather related to the decoherence as the temperature decreases. It is interesting to note that the calculation of Lyapunov exponents affects the convergence of the solution. When the Lyapunov exponents were not calculated a \( \alpha = 0.5 \) was needed, but when the Lyapunov

![Figure 7.12: \( \delta m^2 = -10^{-2}\text{eV}^2 \) and \( \sin^2(2\theta) = 10^{-7} \) as in Figure 7.4 and Figures 7.8-7.11. Stars mark sign changes. The oscillations disappear as alpha rises and the negative feature from Figure 7.11 becomes better sampled. Note however that some other oscillations start to emerge for high temperatures, as alpha rises and the sampling of the resonance becomes worse.](image-url)
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\[ \delta m^2 = -10^{-2}\text{eV}^2 \text{ and } \sin^2(2\theta) = 10^{-7} \text{ as in Figure 7.4 and 7.8-7.11. The Lyapunov analysis has been performed for } \alpha = 0.01 \text{ and } \alpha = 0.1. \]

The first plot for each \( \alpha \) shows the relative components of the Lyapunov vector, the second plot shows the amount of lost information, and the last plot shows the logarithm lepton asymmetry.
exponents where included, it only took a value of 0.1 to converge to the non-oscillating solution. This is probably due to some slight changes in numerical errors while solving the equations, and it further illustrates that the oscillations are non-physical.

7.1.4 Conclusions

We have studied the evolution of the lepton asymmetry in models with active sterile neutrino oscillations. First, we confirmed that using the quantum rate equations and assuming the hierarchy to be inverted there are certain regions of the mixing parameter space where the lepton asymmetry can undergo sign changes and where the sign of the final asymmetry is chaotic in nature.

Once the full momentum dependent quantum kinetic equations are used these oscillations vanish as soon as the resolution is sufficiently high and the system no longer exhibits any signs of chaotic behaviour. We quantified the behaviour of the system using a Lyapunov analysis and found that there is indeed a very significant amount of information loss in the regions where $L$ becomes oscillatory, to the point where the final sign does become chaotic in nature. Using this analysis it is also clear that this information loss is not a physical phenomenon, but rather an artifact associated with lack of numerical resolution in momentum space. This settles a long standing open question in early Universe neutrino phenomenology.

A final, interesting point is that the Lyapunov analysis can also be used to study kinematical decoherence of the system at temperatures below resonance. At low temperatures the most significant information loss is no longer associated with $L$, but rather with $P_x, P_y$, i.e. in the transverse direction associated with normal vacuum oscillations.

Acknowledgements

We would like to thank Kimmo Kainulainen, Georg Raffelt, and Irene Tamborra for helpful discussions and comments on the manuscript.

7.1.A LASAGNA

Code available at https://github.com/ThomasTram/LASAGNA. This appendix gives a short overview of the numerical code that we have developed.

7.1.A.1 Overview

LASAGNA is a code written in C for solving stiff systems of ordinary differential equations (ODEs). We developed the code for solving the Quantum Kinetic Equations for active-sterile oscillations in the early Universe, but we stress that due to its modular structure makes, it is easy to implement any other set of differential equations. Input parameters are read from a text file, and output is handled by a user specified output function. This could be a simple function that just writes to the screen, but LASAGNA also contains custom routines for creating, displaying and modifying its own binary file format. The
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Possibly an acronym for Lepton Asymmetric Sterile-Active momentum-Grid Neutrino Analyser.

Many thanks to Julien Lesgourgues for letting us use the parser he wrote for his Boltzmann-code CLASS.
LASAGNA binary files are compatible with MATLAB for fast and easy visualisation of output data. The user can choose from 3 different ODE-solvers, \texttt{ndf15}, \texttt{RADAU5} and an implementation of the embedded Runge-Kutta formula due to Dormand and Prince of order 4 and 5. All three solvers are plug-compatible, so it is easy to try different solvers and also possible to implement another solver. \texttt{ndf15} and \texttt{RADAU5} are both implicit solvers, and they both use a modified Newton’s method for solving the (possibly) non-linear system of equations. The implicit methods also require access to a linear algebra solver. As the most optimal linear algebra solver for a given problem depends on the size of the system and the sparsity of the Jacobian, we have implemented one dense and two sparse solvers. Like the ODE-solvers, all the linear algebra solvers are plug-compatible.

### 7.1.A.2 ODE-solvers

We have included 3 ODE-solvers in LASAGNA, \texttt{ndf15}, \texttt{RADAU5} and an explicit Runge-Kutta solver which is not optimised and is primarily included for reference. The first two are both suitable for stiff systems. \texttt{ndf15} is a variable order, adaptive step size linear multistep solver, based on the Numerical Differentiation Formulae of Shampine \cite{shampine01} which are of order 1-5. Since the formulae are only L-stable for order 1 and 2, we often found it necessary to reduce the maximal order to $2^4$.

\texttt{RADAU5} employs an implicit Runge-Kutta method of order 5 which is L-stable. It is a 3-stage method, so the resulting system of algebraic equations are naively $3N \times 3N$. However, by doing clever transformations on the Runge-Kutta matrix\footnote{One finds the transformation matrices that brings the Runge-Kutta matrix to its real Jordan form.}, Hairer and Wanner showed \cite{hairer02} that the equations separate to a $N \times N$ system and a $2N \times 2N$ system. Moreover, the $2N \times 2N$ system are in fact equivalent to a $N \times N$ system of complex numbers. The amount of linear algebra work in each step of \texttt{RADAU5} is then just 5 times the work in each step of \texttt{ndf15}. Which one is better will depend on size, stiffness and tolerance parameters.

### 7.1.A.3 Linear algebra solvers

A good linear algebra solver is very important for implicit solvers, but the best solver is problem dependent as we have shown in Table 7.1. It is important to have an interface which is general enough to accommodate a range of solvers, but without sacrificing performance. A wrapper to a linear algebra solver in LASAGNA consists of the following 4 subroutines which are passed to the evolvers:

```c
int linalg_initialise(MultiMatrix *A,
    void **linalg_workspace,
    ErrorMsg error_message);
int linalg_finalise(void *linalg_workspace,
                   ErrorMsg error_message);
int linalg_factorise(MultiMatrix *A,
                    EvolverOptions *options,
                    void *linalg_workspace,
```
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<table>
<thead>
<tr>
<th></th>
<th>dense_NR</th>
<th>sparse</th>
<th>SuperLU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of method</td>
<td>Dense</td>
<td>Sparse</td>
<td>Sparse</td>
</tr>
<tr>
<td>Range of sizes</td>
<td>1 – 100</td>
<td>~ $O(10^1 - 10^2)$</td>
<td>~ $O(10^2 - 10^5)$</td>
</tr>
<tr>
<td>Threaded</td>
<td>No</td>
<td>No</td>
<td>Yes (good scaling up to 16 cores)</td>
</tr>
</tbody>
</table>

Table 7.1: The implicit ODE-solvers can utilise different linear algebra solvers through a common interface.

```
ErrorMsg error_message);
int linalg_solve(MultiMatrix *B,
    MultiMatrix *X,
    void *linalg_workspace,
    ErrorMsg error_message);
```

The `MultiMatrix` structure is used to represent any matrix used by the evolvers, and it is defined in `multimatrix.h`. One notable exception from table 7.1 is LAPACK for large dense systems, which could easily be implemented using the above scheme.
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7.2 Perspectives on the chaotic lepton asymmetry

Our results in the previous section demonstrates that the idea of chaotic generation of large lepton asymmetries using active-sterile neutrino oscillations is dead for the parameter space where it was claimed. This also means that the idea of generating domains of positive and negative lepton numbers cannot be fulfilled using this mechanism. However, other mechanisms that can give rise to such domains might still work [155, 156], although this particular model using isocurvature perturbations might be severely constrained by the recent results from Planck [21].

Apart from the direct implications of our results, the paper also demonstrates an interesting use of Lyapunov analysis for neutrino oscillations. While the chaotic behaviour for neutrino oscillation in the early Universe has now been proven to be absent, it might well be that e.g. supernovae provide sites where the nonlinear feedback of neutrinos on their own oscillations give rise to chaotic behaviour.

Currently, the understanding of collective neutrino oscillations in supernovae is rapidly evolving, and it has been realised that there are several crucial complications that have previously been neglected. Some of the most important are: The neutrino were assumed to evolve identically in different angular directions [52] (they evolve in different ways); neutrinos scattered backwards in the outer part of the supernova were assumed to be subdominant [157] (they often contribute as much as the other neutrinos); the initial approximate homogeneous emission of neutrinos were assumed to be stable [131] (they are unstable). All of these issues present a huge challenge for simulating collective neutrino oscillations in supernovae, and it seems unfeasible to perform a calculation where all of the problems are taken into account at the same time. However, some of the simulations that have been presented for toy-models describing one of the problems at a time, suggest that chaotic behaviour could play a part [158, 159]. If this is the case, it could well be that the information loss approach will be relevant at some point as a tool for characterising which models can be trusted in detail and which are merely a result of the detailed choice of initial conditions.

In the next chapter we will consider a very simple example of such a toy-model and explore the use of Lyapunov exponents and covariant Lyapunov vectors in a study of the model.
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A core-collapse supernova ends the life of a star more massive than $\sim 8 M_\odot$. At the end of its life cycle, it collapses until the core reaches nuclear density. At this point most of the in-falling material bounces on the newly formed protoneutron star, and a shock front travels out through the plasma. At the same time, the protoneutron star starts emitting vast amounts of neutrinos first from the conversion of protons and electrons to neutrons, and later from cooling. The luminosity is estimated to be about $10^{53}$ erg/s, which corresponds to more than 99% of the total energy emitted by the star. This huge fraction of energy means that the neutrinos are very important for the dynamical evolution of the explosion, and that neutrino flavour oscillations are important to understand not only for the interpretation of a supernova neutrino signal, but potentially also for the explosion itself.

The neutrinos travel through the dense envelope of the protoneutron star, and this environment gives rise to several different effects that enhance and inhibit neutrino oscillations. Since the star consists of matter, there is a non-negligible matter potential from electrons. Furthermore, there are so large amounts of neutrinos that neutrino-neutrino self-interactions are important. Finally, the geometry is not at all homogeneous and isotropic, but generically three dimensional. Throughout the past years, the hydrodynamic simulations of supernova explosions have evolved from spherically symmetric one-dimensional models to advanced three-dimensional simulations where convective overturn and other genuinely multidimensional effects are important. For the neutrino oscillations in comparison, we have only just started to break the spherical symmetry, and we still lack a good understanding of some of the caveats that might be hidden in a multidimensional treatment. One of the most important aspects of this is the existence of instabilities that can lead to significant flavour conversion and also pose a problem for the numerical stability of simulations.

8.1 Instabilities in collective supernova neutrino oscillations

Due to the huge fraction of energy emitted as neutrinos from a supernova, they have been one of the favourite environments for neutrino oscillations. In the outer part of the supernova envelope, the MSW-resonance is crossed, but at shorter distances from the centre, the neutrinos themselves constitute an important part of the background. On top of this, the anisotropic environment means that the factor $(1 - v_p \cdot v_q)$ must be included for the background potential, which means neutrinos from different directions couple at different strengths.

Besides the anisotropy term, there are also a few other differences compared to the treatment of neutrino oscillations in the early Universe that we have used so far. As
already mentioned in Section 2.2, we define the polarisation vectors for the antineutrinos in terms of the density matrix $\bar{\rho}$ instead of $\bar{\rho}$. Because $\bar{\rho} = \bar{\rho}^*$, our new definition of the antineutrino polarisation vector has the opposite $y$-component compared to the previous definition. This does not change much, but since there is a cross product involved in the QKEs, we will see a change of sign for the new antineutrino polarisation vector. Furthermore, we now consider active-active neutrino oscillations, and it is necessary to account for the effect of oscillated neutrino in the background. Starting from the asymmetric term in Equation (2.17), this gives rise to a potential of the form

$$V_{\text{int}, \nu}(p) \propto \int dq \left( P(q) - \bar{P}(q) \right) (1 - v_q \cdot v_p),$$

for both the neutrinos and the antineutrinos.

The important contribution from background neutrinos lead to non-linear equations of motion, and the results are some peculiar oscillation phenomena that are commonly described as collective neutrino oscillations. Two of the most interesting patterns that were found [49, 50] are the synchronised oscillations, which give rise to collective small amplitude oscillations of all momentum modes, and bipolar oscillations where a full conversion from one flavour to another can happen even for very small mixing angles, somewhat similar to a spherical pendulum starting in an upwards position.

This simple picture becomes more complicated once more details of the supernova density and geometry are included, and the first attempt at a reasonable numerical description used the bulb model [47], which assumes that the neutrino emission is spherically symmetric, but does allow for a dependence on the neutrino emission angle relative to the proto-neutron star surface.

This approach has since been expanded using three-neutrino mixing, more realistic energy and density profiles as well as angle distributions, and an instability related to the angle relative to the surface was identified. However, at the same time it was realised that even an approximately symmetric neutrino gas might be unstable towards small perturbations in the angular distribution. The issue was raised for the anisotropic environment of a supernova by Raffelt, Sarikas and Seixas [52] by doing a stability analysis of a distribution that depends on the azimuthal angle as well as the elevational. The result has been confirmed by several numerical studies [159–161], and as a result, one needs to be very careful when using the bulb model, as it might not capture all the relevant physics, although it is also possible that the instability is suppressed in some cases [128].

As an orthogonal approach to the more realistic simulations, it was also realised that the instability can be found in very simple systems only consisting of two neutrino beams [51]. The idea is that the simplest azimuthal distribution you can think of occurs in one dimension, where neutrinos going in the two directions are allowed to have different flavour compositions. It turns out that if this is not permitted, it is only the inverted neutrino mass hierarchy that allows for flavour conversion (the bipolar oscillations mentioned above). This is in contrast to the case where the evolution is independent, and conversion is observed for both hierarchies. On top of the possibility of bipolar oscillations in the normal mass hierarchy, it was also found that the flavour evolution seems to enter a chaotic phase which we will now analyse further.

The goal of the paper presented in the next section is to analyse the stability of the two beam model and investigate if it shows signs of chaos in the stringent sense that we
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defined in Section 6.2. We find that the behaviour is indeed chaotic by calculating the
largest Lyapunov exponent, but we also extend the calculation to the other Lyapunov
exponents and the covariant Lyapunov vectors. This shows that the normal mass
hierarchy in general have larger Lyapunov exponents than the inverted hierarchy, which
means that it is more unstable towards perturbations in this model. From the Lyapunov
vectors, we get a detailed characteristic of the unstable directions, and hence knowledge
of the type of perturbations that will grow.

Compared to the published version of the paper, the introduction has been omitted,
and the sections on Lyapunov analysis have been removed as they were already covered
in Chapter 6. The exception is the description of the numerical algorithms used, where
the details are quite specific to the model considered here, although similar approaches
can be used on other system.
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8.2 Chaotic flavor evolution in an interacting neutrino gas

Rasmus Sloth Hansen, Steen Hannestad [2]

Neutrino-neutrino refraction can lead to non-periodic flavor oscillations in dense neutrino gases, and it has been hypothesized that some solutions are chaotic in nature. This is of particular interest in the case of neutrino emission from core-collapse supernovae where the measurement of the spectral shape for different flavors can provide crucial information about both neutrino physics and the physical conditions close to the proto-neutron star. Whether a system is chaotic or not can be assessed by the Lyapunov exponents which quantify the rate of divergence of nearby trajectories in the system. We have done a numerical case study for a simple toy model of two neutrino flavors with two momentum states traveling against each other which is known to exhibit flavor transition instabilities. We find the leading Lyapunov exponent to be positive in all cases, confirming the chaoticity of the system for both the normal and the inverted neutrino mass hierarchy. However, more Lyapunov exponents were approximately zero in the inverted hierarchy compared to the normal which has implications for the stability of the system. To investigate this, we have calculated a generalized set of normal modes, the so-called covariant Lyapunov vectors. The covariant Lyapunov vectors associated with vanishing Lyapunov exponents showed the existence of marginally stable directions in phase space for some cases. While our analysis was done for a toy model example, it should work equally well for more realistic cases of neutrinos streaming from a proto-neutron star and provide valuable insight into the nature of the flavor instability. We finally stress that our approach captures many more properties of the physical system than the linear stability analyses which have previously been performed.

8.2.1 The two beam model

Our model contains only two momentum states, but before we specialize to that case, we will consider the more general case of $N$ momentum modes.

8.2.2 $N$ momentum modes

In the general case we consider a neutrino gas of oscillating $\nu_x$ and $\nu_x^c$ ($x = \mu$ or $\tau$) consisting of $N$ momentum modes. Using the polarization vector parameterization of the density matrices, the oscillation equations without a matter background can be written as [51]

$$
\dot{P}_i = \left(\omega_i \mathbf{B} + \frac{\mu}{2} \sum_{j=1}^{N} (P_j - \bar{P}_j) \left(1 - \vec{v}_j \cdot \vec{v}_i \right)\right) \times P_i,
$$

$$
\dot{\bar{P}}_i = \left(-\omega_i \mathbf{B} + \frac{\mu}{2} \sum_{j=1}^{N} (\bar{P}_j - P_j) \left(1 - \vec{v}_j \cdot \vec{v}_i \right)\right) \times \bar{P}_i,
$$

where $\bar{P}_i$ refers to antineutrinos, $\mu \sim 2\sqrt{2}G_F n_{\nu_x}$\(^1\), $\omega_i = \delta m^2_i / 2E_i$, $\mathbf{B}$ is the mass unit vector in flavor space, and $\vec{v}_i = \vec{p}_i / E_i$ is the direction of the momentum. We use arrows

\(^1\)Note that we define $\mu$ slightly different than in [51] to absorb a factor of 2 in Equation (8.6).
to indicate vectors in real space while bold faces refer to vectors in polarization space.

There are two obvious choices for the coordinate system in polarization space. The first takes the $z$-direction to coincide with the pure electron neutrino state, and the second lets $\mathbf{B}$ determine the orientation of the $z$-axis and exploits the symmetries of the equations. Since we do not aim to calculate any oscillation probabilities, we will adopt the latter convention and set $\mathbf{B} = (0, 0, -1)$. This choice for $\mathbf{B}$ ensures that $\omega > 0$ corresponds to the normal hierarchy while $\omega < 0$ corresponds to the inverted hierarchy.

Since the two-flavor oscillation is a two level system, it has many similarities to spins, and this is highlighted by the formulation in terms of polarization vectors. In the isospin convention, the isospin vectors can be identified with angular momenta, but this means that neutrinos and antineutrinos with similar flavor content will be associated with isospin vectors pointing in opposite directions. To avoid this, we choose the opposite sign for $\mathbf{P}$, and therefore $\mathbf{P}_i$ and $-\mathbf{P}_i$ correspond to the angular momenta.

As we assume no dissipation in our equations of motion, the system is Hamiltonian, and it turns out to be enlightening to consider a classical Hamiltonian formulation of the equations. For this kind of motion confined to a set of spheres (the lengths of $\mathbf{P}_i$ and $\mathbf{P}_i$ are constant), the canonical coordinates and momenta are $\varphi_i$ and $P_{iz} = P_i \cos \theta_i$ for the neutrinos and $\bar{\varphi}_i$ and $-\bar{P}_{iz} = P_i \cos \theta_i$ for the antineutrinos. From these variables we can define the polarization vectors as

$$
\mathbf{P}_i = P_i (\cos \varphi_i \sin \theta_i, \sin \varphi_i \sin \theta_i, \cos \theta_i),
$$

$$
\bar{\mathbf{P}}_i = -P_i (\cos \bar{\varphi}_i \sin \bar{\theta}_i, \sin \bar{\varphi}_i \sin \bar{\theta}_i, \cos \bar{\theta}_i).
$$

(8.3)

Furthermore, we can derive the Poisson brackets $\{P_{ia}, P_{ib}\} = \varepsilon_{abc} P_{ic}$ for $a, b, c = x, y, z$ and $\{\bar{P}_{ia}, \bar{P}_{ib}\} = -\varepsilon_{abc} \bar{P}_{ic}$ for $a, b, c = x, y, z$.\(^2\) Since $\mathbf{P}_i$ and $-\mathbf{P}_i$ correspond to the angular momenta, we can define the total angular momentum to be $\mathbf{P} = \sum_{i=1}^{N} \mathbf{P}_i - \bar{\mathbf{P}}_i$. Similarly, we can identify $\omega_i \mathbf{P}$ and $\bar{\omega}_i \mathbf{P}$ with the magnetic moments, and we can define the total magnetic moment to be $\mathbf{M} = \sum_{i=1}^{N} \omega_i \mathbf{P}_i + \bar{\omega}_i \mathbf{P}_i$. Let us define

$$
\mathcal{H} \equiv \mathbf{B} \cdot \mathbf{M} + \frac{\mu}{4} \sum_{i,j=1}^{N} \left( \mathbf{P}_i - \bar{\mathbf{P}}_i \right) \cdot \left( \mathbf{P}_j - \bar{\mathbf{P}}_j \right) (1 - \mathbf{v}_i \cdot \mathbf{v}_j).
$$

(8.4)

With this Hamiltonian, we can recover Equation (8.2) from the Poisson bracket formulation of Hamilton’s equations, $\dot{f} = \{f, \mathcal{H}\}$.

With the formulation in Hamiltonian mechanics, we have identified $\mathcal{H}$ as a conserved quantity. Knowing $\mathcal{H}$ it is also easy to show that the projection of the total angular momentum on the mass vector, $\mathbf{P} \cdot \mathbf{B}$, is conserved. There is, however, one caveat when considering the system as Hamiltonian. Naively, the system seems to be $6N$ dimensional since there is a three dimensional polarization vector for each neutrino and antineutrino, but as we saw, the phase space is actually only $4N$ dimensional, and this becomes important when we later interpret the Lyapunov exponents.

### 8.2.3 Two momentum modes

The specific model, we will consider, has only two momentum states $\tilde{p}_1 = -\tilde{p}_2$ \(^5\), and for each of these momentum states, we define the sums $\mathbf{S}_i = \mathbf{P}_i + \bar{\mathbf{P}}_i$ and the differences

\(^2\varepsilon_{abc}\) is the Levi-Civita symbol
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The equations of motion can now be found from either $\mathcal{H}$ or from Equation (8.2), and we get

$$\begin{align*}
\dot{S}_1 &= \omega \mathbf{B} \times \mathbf{D}_1 + \mu \mathbf{D}_2 \times \mathbf{S}_1, \\
\dot{S}_2 &= \omega \mathbf{B} \times \mathbf{D}_2 + \mu \mathbf{D}_1 \times \mathbf{S}_2, \\
\dot{D}_1 &= \omega \mathbf{B} \times \mathbf{S}_1 + \mu \mathbf{D}_2 \times \mathbf{D}_1, \\
\dot{D}_2 &= \omega \mathbf{B} \times \mathbf{S}_2 + \mu \mathbf{D}_1 \times \mathbf{D}_2,
\end{align*}$$

which are the equations we will solve numerically.

In all of the following, we use $\omega = \pm 1$ for the two different mass hierarchies and $\mu = 6$ in some arbitrary units, and we choose to describe a pure electron neutrino beam by $\mathbf{S}_i = 2(\sin(2\theta), 0, \cos(2\theta))$, where we use the mixing angle $\sin(2\theta) = 0.1$. However, before we come to the numerical results, we will briefly review the simplest solutions.
If we assume that the two momentum states have the same initial conditions, the equations reduce to

$$\dot{S} = (\omega B - \mu S) \times D,$$

$$\dot{D} = \omega B \times S.$$  \hspace{1cm} (8.7)

This system is equivalent to the isotropic case \cite{49}, and it supports two different simple solutions depending on the sign of \(\omega\), assuming that \(\mu > |\omega|\) which corresponds to neutrino-neutrino interactions dominating vacuum oscillations. For the normal hierarchy where \(\omega > 0\), a small initial \(S_x\)-value will make \(D_y\) negative which in turn decreases the value of \(S_x\) as it is seen in Figure 8.1, panel 1a and 1b. This results in an oscillatory motion around the \(z\)-axis for \(S\) and oscillations on the \(y\)-axis for \(D\). Since this solution only deviates slightly from the initial state, we will call it the stationary solution.

For the inverted hierarchy where \(\omega < 0\), the same initial condition will make \(D_y\) positive. The positive value of \(D_y\) will enhance the growth of \(S_x\) since \(\mu > |\omega|\) making the configuration unstable, and we get a full inversion of the polarization vector, which is illustrated in panel 2a and 2b of Figure 8.1. In the literature this type of motion has been compared to an inverted pendulum, and the oscillations are called bipolar since \(D_y\) attains a significant value and separates the polarization vectors describing neutrinos and antineutrinos \cite{49}.

Let us now go beyond the symmetry assumption and consider the two momentum states separately in the normal hierarchy. For an anti-symmetric initial condition where all components are zero except for \(S_{1x} = -S_{2x} > 0\) and \(S_{1z} = S_{2z}\), we see that \(D_{1y}\) will become negative whereas \(D_{2y}\) will become positive. Since \(\mu > |\omega|\), we find that \(D_{2y}\) dominates \(\dot{S}_{1}\) while \(D_{1y}\) dominates \(\dot{S}_{2}\) making both unstable (Figure 8.1, panel 3a and 3b) as it happened in the inverted hierarchy for the symmetric initial conditions. All of this results in bipolar oscillations as it did for the inverted hierarchy with symmetric initial conditions. In a similar way one can see that the inverted hierarchy will give an approximately stationary solution with the anti-symmetric initial conditions.

While these simple trajectories are solutions to the system, we will also investigate how modifications to the initial conditions turn out to give much more complicated trajectories in polarization space.

### 8.2.4 Numerical results

We have solved the equations of motion along with the equations describing the Lyapunov exponents and covariant Lyapunov vectors for four different types of trajectories. However, before we present these results, we will present some of the results which are common for all the different trajectories.

For all the cases, we find numerically that the spectrum of Lyapunov exponents has the form

$$(\lambda_1, \lambda_2, 0, 0, 0, 0, 0, 0, 0, -\lambda_2, -\lambda_1)$$  \hspace{1cm} (8.8)

for the two beam model. This is also what one would expect due to the Hamiltonian nature of the system. We expect to see a symmetric spectrum as we already mentioned in Section 6.2, but it is a little more involved to argue for all of the zeros. Since we do our calculations using the polarization vectors, we have 3/2 times as many variables as the canonical Hamiltonian formulation. Therefore, four of the zeros in the spectrum actually relate to the constraints from the constant lengths of \(P_i\) and \(\bar{P}_i\) rather than to
any conserved quantity. The other four zeros, however, correspond to our two conserved quantities; $\mathcal{H}$ and $\mathbf{P} \cdot \mathbf{B}$.

The many zeros and the symmetry reduce the Lyapunov spectrum to only two interesting numbers; $\lambda_1$ and $\lambda_2$. The values of these depend on $\omega$, $\mu$, and $\theta$, but in this paper our goal is not to map out this dependence. We would also like to remark that we do not need to know the values of $\lambda_i$ with very high precision. It is the order of magnitude we are interested in, and therefore it is not crucial to have a very stringent error estimate either.

Our calculated Lyapunov exponents are seen in Table 8.1, where we show $\lambda_1$ and $\lambda_2$. We also give an estimate of the uncertainty on our numbers, but note that these are not stringent standard deviations due to some issues with correlated data which we discuss further in Appendix 8.2.A.

For all the cases we have studied, the leading Lyapunov exponent is positive, indicating chaotic behavior. This might seem strange for the stationary and periodic orbits, but for these orbits it is merely a statement of instability.

An example of the covariant Lyapunov vectors is shown in Figure 8.2. For each coordinate, the average magnitude of that component is shown for every vector. We have computed the covariant Lyapunov vectors for 100000 time steps, but in order to ensure that the computation have actually converged both forward and backward, we skip the first and last 20% when doing the averages.\(^3\) From the Figure it is clear that the first covariant Lyapunov vector ($\gamma_1$) and the last ($\gamma_{12}$) as well as the second ($\gamma_2$)

\(^3\)We have also tried to skip 40% which gives the same result, so 20% is sufficient to ensure convergence.

### Table 8.1: Lyapunov exponents for the normal hierarchy (NH) and the inverted hierarchy (IH) were calculated as described in Appendix 8.2.A.

$$
\begin{array}{lcc}
\text{No } \delta \text{ added} \\
S_{1x} = -S_{2x} & S_{1x} = S_{2x} \\
\hline
\lambda_{1,\text{NH}} & 0.99997 \pm 2 \cdot 10^{-6} & 3.3124 \pm 3 \cdot 10^{-5} \\
\lambda_{2,\text{NH}} & 0.5448 \pm 6 \cdot 10^{-6} & 3.3054 \pm 3 \cdot 10^{-5} \\
\lambda_{1,\text{IH}} & 3.3124 \pm 6 \cdot 10^{-6} & 0.5448 \pm 2 \cdot 10^{-5} \\
\lambda_{2,\text{IH}} & 3.3026 \pm 6 \cdot 10^{-6} & 0.0003 \pm 0.00003 \\
\hline
\delta S_z \\
S_{1x} = -S_{2x} & S_{1x} = S_{2x} \\
\hline
\lambda_{1,\text{NH}} & 1.19 \pm 0.02 & 1.234 \pm 0.005 \\
\lambda_{2,\text{NH}} & 0.76 \pm 0.02 & 0.794 \pm 0.004 \\
\lambda_{1,\text{IH}} & 0.76 \pm 0.02 & 0.753 \pm 0.02 \\
\lambda_{2,\text{IH}} & 0.045 \pm 0.003 & 0.054 \pm 0.002 \\
\hline
\delta S_y \\
S_{1x} = -S_{2x} & S_{1x} = S_{2x} \\
\hline
\lambda_{1,\text{NH}} & 0.97 \pm 0.01 & 0.973 \pm 0.004 \\
\lambda_{2,\text{NH}} & 0.53 \pm 0.01 & 0.521 \pm 0.005 \\
\lambda_{1,\text{IH}} & 0.68 \pm 0.03 & 0.720 \pm 0.005 \\
\lambda_{2,\text{IH}} & 0.062 \pm 0.003 & 0.082 \pm 0.002 \\
\end{array}
$$
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Figure 8.2: All covariant Lyapunov vectors for the normal hierarchy with no modification added to the initial conditions and \( S_{1x} = -S_{2x} \) which is the bipolar case. The average magnitude of each component is shown for every vector. The height of the colored area shows how much of the component given on the first axis is present in the vector given on the second axis. e.g. \( \gamma_1 \) has equally large components in the \( S_{1,x} \) and \( S_{2,y} \)-directions while the components of \( \gamma_1 \) in the \( S_{1,y}, S_{1,z}, S_{2,x}, \) and \( S_{2,z} \)-directions are zero.

Figure 8.3: The trajectory for the normal hierarchy in the stationary case projected on \( P_1 \) is shown in black. Three sets of covariant Lyapunov vectors are also shown. Blue is \( \gamma_1 \), red is \( \gamma_2 \), greens are \( \gamma_3 \) to \( \gamma_{10} \), magenta is \( \gamma_{11} \), and cyan is \( \gamma_{12} \).

and the second last (\( \gamma_{11} \)) point in similar directions. We find this to be the case for all our calculations, so we will only be interested in \( \gamma_1 \) and \( \gamma_2 \) from now on.

8.2.4.1 Stationary solutions

The simplest trajectories, we will consider, are the stationary solutions where the polarization vectors stay very close to the z-axis as seen in Figure 8.3. Although we call this the stationary case, we must remember that the solution is only approximately
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stationary, and it turns out that the small deviation from a genuinely stationary solution will effect some of the quantities we calculate.

For the stationary cases (that is $S_{1x} = S_{2x}$ for the normal hierarchy and $S_{1x} = -S_{2x}$ for the inverted hierarchy), we find that $\lambda_1 \approx \lambda_2 = 3.31$. This means that any linear combination of $\gamma_1$ and $\gamma_2$ should be considered a covariant Lyapunov vector for the highest Lyapunov exponent. A small sample of covariant Lyapunov vectors is shown in Figure 8.3, but it is hard to find any structures when depicting them in this way. Instead we will consider averages of the lengths of each component over time. These averages can be seen in Figure 8.4 for all the perfectly symmetric and anti-symmetric cases, and due to the symmetry between the two momentum states, we also transform the vectors to the $\{+,-\}$-basis where $S_{\pm} = S_1 \pm S_2$ and $D_{\pm} = D_1 \pm D_2$ in Figure 8.5.

Figure 8.4: Covariant Lyapunov vectors for the static case (two upper and two lower vectors) and the bipolar case (central four vectors) in the $S_{1,2}, D_{1,2}$ coordinates. The average magnitude of each component is shown for every vector. Consult Figure 8.2 for notes on how to read the figure.

Figure 8.5: Covariant Lyapunov vectors for the static case (two upper and two lower vectors) and the bipolar case (central four vectors) in the $S_{\pm}, D_{\pm}$ coordinates. The average magnitude of each component is shown for every vector. Consult Figure 8.2 for notes on how to read the figure.
The stationary case is the lower two and the upper two vectors in each figure. In the \{1, 2\}-basis, the two sets of vectors look very similar, but in the \{+ , −\}-basis, the normal hierarchy has only a \(S_+\) and \(D_-\) component while the inverted hierarchy has only a \(S_+\) and \(D_+\) component. It is also possible to get some analytical insight since the covariant Lyapunov vectors coincide with the normal modes of an ordinary stability analysis when the trajectory is stationary.

Inspired by the stability analysis Duan [162] did on the two beam model, we transform Equation (8.6) to the \{+, −\}-basis:

\[
\dot{S}_+ = \omega B \times D_+ + \frac{\mu}{2} D_+ \times S_+ - \frac{\mu}{2} D_- \times S_-
\]

\[
\approx (\omega + \mu) B \times D_+,
\]

\[
\dot{S}_- = \omega B \times D_- + \frac{\mu}{2} D_+ \times S_- - \frac{\mu}{2} D_- \times S_+.
\]

\[
\approx (\omega - \mu) B \times D_-,
\]

\[
\dot{D}_+ = \omega B \times S_+ + \mu D_+ \times D_-,
\]

\[
\dot{D}_- = \omega B \times S_- + \mu D_+ \times D_-, \tag{8.9}
\]

where we have used the approximations \(S_+/2 \approx S_1 \approx S_2 \approx -B\), and \(D_+, D_-\), and \(S_\) are small, so some quadratic terms can be neglected.

From these equations it is clear that + and − decouple, and we find

\[
\dot{S}_+ \approx (\omega + \mu) \omega B \times (B \times S_+) = -\omega(\omega + \mu)S_+,
\]

\[
\dot{S}_- \approx -\omega(\omega - \mu)S_-,
\]

\[
\dot{D}_+ \approx -\omega(\omega + \mu)D_+,
\]

\[
\dot{D}_- \approx -\omega(\omega - \mu)D_- \tag{8.10}
\]

For the normal hierarchy, we get the solutions

\[
S_+ = a_1 e^{\pm i \omega t k_+}, \quad D_+ = a_2 e^{\pm i \omega t k_+}, \quad k_+ = \sqrt{\omega(\mu + \omega)}
\]

\[
S_- = a_3 e^{\pm i \omega t k_-}, \quad D_- = a_4 e^{\pm i \omega t k_-}, \quad k_- = \sqrt{-\omega(\mu - \omega)}. \tag{8.11}
\]

This suggest that \(\lambda_1 = \lambda_2 = -\lambda_{11} = -\lambda_{12}\), and that the covariant Lyapunov vectors should point towards \(S_-\) and \(D_-\) in the normal hierarchy as it is seen for the two upper vectors in Figure 8.5. \(S_{+z}\) and \(D_{+z}\) are almost zero since both their derivatives are approximated by \(\propto B \times X\). As \(B = (0, 0, -1)\), the derivative in the \(z\)-direction is zero. The small deviations from zero are due to the fact that the simulated system is not perfectly stationary. If we set \(\sin^2(2\theta) = 0\), we find the two \(z\)-components to be exactly zero.

A similar analysis can be done for the inverted hierarchy. Here the sign of \(\omega\) is opposite, and the solutions are

\[
S_+ = a_1 e^{\pm i \omega t k_+}, \quad D_+ = a_2 e^{\pm i \omega t k_+}, \quad k_+ = \sqrt{-\omega(\mu + \omega)}
\]

\[
S_- = a_3 e^{\pm i \omega t k_-}, \quad D_- = a_4 e^{\pm i \omega t k_-}, \quad k_- = \sqrt{-\omega(\mu - \omega)}. \tag{8.12}
\]
Again this is consistent with the numerical result in Figure 8.5.

From a more intuitive point of view, we notice that we have $S_{1x} = S_{2x}$ in the initial condition for the normal hierarchy, and this turns out to hold true for all times. Therefore, any perturbation acting symmetrically on $S_{1x}$ and $S_{2x}$ or $S_{1y}$ and $S_{2y}$ will conserve the symmetry of the system. On the contrary perturbations acting anti-symmetrically will break the symmetry. These two cases correspond to perturbations in $S_{+x}$ and $S_{+y}$ versus $S_{-x}$ and $S_{-y}$ respectively, so $\gamma_1$ and $\gamma_2$ must point in the directions of $S_{-x}$ and $S_{-y}$ as we also find. In the inverted hierarchy $S_{1x} = -S_{2x}$, and anti-symmetric perturbations will conserve the symmetry whereas symmetric perturbations will break the symmetry of the system, so $\gamma_1$ and $\gamma_2$ must point in the directions of $S_{+x}$ and $S_{+y}$. All of this is consistent with the numerical and analytical results.

With a better understanding of the covariant Lyapunov vectors, we will now consider the stability of the system. For the positive and negative Lyapunov exponents, we note that the stable and unstable directions in polarization space are coincident according to the covariant Lyapunov vectors. This is also the result in our algebraic analysis where we find both positive and negative exponentials to solve the differential equations. Consequently, it is impossible to find a set of converging solutions as the diverging solution will always dominate. Apart from the positive and negative Lyapunov exponents, we found eight vanishing exponents which we can interpret in terms of constraints and conserved quantities. With regard to stability, however, their associated covariant Lyapunov vectors indicate marginally stable directions in which perturbation will neither shrink nor grow on average. From the intuitive point of view, we find that the marginally stable directions correspond to perturbations which do respect the symmetry of the system. Also, it turns out that all the $z$-components relate to vanishing Lyapunov exponents in the perfectly stationary case. For the more realistic case where $\theta \neq 0$, however, we find that the directions of $S_{-z}$ and $D_{-z}$ are unstable as well.

A more physical interpretation of the perturbations is slightly hampered by the fact that we have chosen the $z$-axis along the direction of $\mathbf{B}$ and not in the direction of the pure flavor state. In order to recover the more interpretable coordinate system, we would have to rotate all the vectors with the angle $\theta$ in the $(x,z)$-plane. This means that whenever we encounter an $x$-component it actually contains a little of the flavor $z$-component and vice versa. Apart from this minor complication, a perturbation in any $z$-coordinate corresponds to a perturbation in the flavor content of the neutrinos while perturbations in the $x$- and $y$-coordinates correspond to perturbations in the phase of the neutrino oscillations. From this point of view, a perfectly stationary system with vanishing mixing angle would be marginally stable towards perturbations in the flavor content but unstable towards anything that could shift the phase. For the case of a non-vanishing mixing angle, the inverted hierarchy will be unstable towards flavor perturbations although the components of the covariant Lyapunov vectors are small. The normal hierarchy will also be unstable towards anti-symmetric perturbations but marginally stable towards symmetric flavor perturbations as it is seen in Figure 8.5.

### 8.2.4.2 Bipolar solutions

For the bipolar case, we get the well known periodic solutions where the polarization vectors oscillate from $P_z > 0$ to $P_z < 0$ [49–51] as seen in Figure 8.6. In the normal hierarchy, this solution is obtained when $S_{1x} = -S_{2x}$, and in the inverted hierarchy, we
find it for $S_{1x} = S_{2x}$ as we described in Section 8.2.1. For the Lyapunov exponents, we get the values $\lambda_1 = 0.997$ and $\lambda_2 = 0.545$ in the normal hierarchy, while the inverted hierarchy gives the values $\lambda_1 = 0.545$ and $\lambda_2 = 0.0006 \approx 0$. This is remarkable since it suggests that $\lambda_{2,\text{NH}} = \lambda_{1,\text{IH}}$, and it shows the existence of two more vanishing Lyapunov exponents for the inverted hierarchy. The vanishing Lyapunov exponents could suggest that there is another conserved quantity, but since they only vanish for the symmetric and not for the anti-symmetric initial conditions, it is probably rather an artifact of the specific bipolar solution. When the values are compared to the stationary case, we note that the first two Lyapunov exponents are not degenerate any more and that $\lambda_{\text{bipolar}} < \lambda_{\text{stationary}}$.

Regarding stability analysis, this suggests the stationary cases to be more unstable than the bipolar ones. This also means that a perturbation in the normal hierarchy will need three times longer to grow by the same factor in the bipolar case than in the stationary cases. For the inverted hierarchy, it will need six times as long. If this result transfers to real physical systems, it can have an important impact since these perturbations will grow only while $\mu$ is large. In a supernova, $\mu$ becomes smaller as you go away from the center of the supernova, and in the early Universe, $\mu$ decays with the expansion of the Universe. This limits the time a perturbation has to grow, and the value of the Lyapunov exponents can thus determine if a small perturbation becomes large and makes the trajectory non-periodic.

We will now turn to the covariant Lyapunov vectors. Again we see a sample of the trajectory in Figure 8.6, but we still find the averages to be more interesting. When we consider the four central covariant Lyapunov vectors in Figure 8.4, the pattern from the Lyapunov exponents is repeated as $\gamma_{1,\text{IH}}$ is very similar to $\gamma_{2,\text{NH}}$. On the other hand, there is no information in $\gamma_{2,\text{IH}}$ since its Lyapunov exponent is 10 times degenerate. Going to Figure 8.5, it is only the perturbations breaking the symmetry which actually grow as we also saw for the stationary solution. We see that the normal hierarchy with the initial condition $S_{1x} = -S_{2x}$ is stable towards anti-symmetric perturbations ($S_{-x}$ and $S_{-y}$) but unstable with regards to symmetric perturbations ($S_{+x}$ and $S_{+y}$). In the

Figure 8.6: The trajectory for the normal hierarchy in the bipolar case projected on $P_1$. Three sets of covariant Lyapunov vectors are also shown. Blue is $\gamma_1$, red is $\gamma_2$, greens are $\gamma_3$ to $\gamma_{10}$, magenta is $\gamma_{11}$, and cyan is $\gamma_{12}$. 
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same way, the inverted hierarchy with $S_{1x} = S_{2x}$ is stable towards perturbations in $S_{+x}$ and $S_{+y}$ but unstable with regards to perturbations in $S_{-x}$ and $S_{-y}$.

As for the stationary case, we can interpret the missing components of $\gamma_1$ and $\gamma_2$ (in the normal hierarchy) as directions in polarization space far more stable against perturbations than the other directions. We see that perturbations in $S_{1y}$, $S_{2y}$, $D_{1x}$, $D_{1z}$, $D_{2x}$, and $D_{2z}$ are marginally stable in the inverted hierarchy, while their exponential growth is approximately twice as fast as that of other perturbations in the normal hierarchy.

In a physical interpretation, this is interesting since it shows that small symmetric perturbations in the flavor content or the phase will not be important in the inverted hierarchy if the initial conditions are approximately symmetrical. For the normal hierarchy, it is tempting to draw the same conclusion regarding the flavor content, but here we must remember that the non-zero $x$-component also contains some of the flavor $z$-component.

8.2.4.3 Non-periodic solutions

While the bipolar case and the stationary case have been studied for about a decade [47, 49, 50, 163, 164], the interest in the chaotic, non-periodic solutions is quite recent [51, 162].

The non-periodic solutions we have considered are obtained by taking the initial conditions corresponding to the stationary and bipolar solutions and add $\delta = 2 \cdot 10^{-3}$ to one of the coordinates. This modification is large enough to make the marginally stable directions non-periodic, but if there is a difference between $S_{1x} = S_{2x}$ and $S_{1x} = -S_{2x}$, we still expect to see it. With this approach, we have found two different types of non-periodicity. For some small modifications of the stationary and periodic cases, we get a trajectory which is not recurrent but stays close to the periodic solution known...
Chaotic flavor evolution in an interacting neutrino gas

Figure 8.8: The trajectory for the normal hierarchy in the highly chaotic case projected on $P_1$. Three sets of covariant Lyapunov vectors are also shown. Blue is $\gamma_1$, red is $\gamma_2$, greens are $\gamma_3$ to $\gamma_{10}$, magenta is $\gamma_{11}$, and cyan is $\gamma_{12}$.

from the bipolar case as it is seen in Figure 8.7. A property of this group of solutions is that the trajectory stays in the $S_{ix}$-$S_{iz}$ planes and along $D_{iy}$. These coordinates are also the ones where we can add our $\delta$ without making the trajectory even more non-periodic. If we modify $S_{iy}$, $D_{ix}$, or $D_{iz}$, we get a trajectory which eventually covers the full polarization space fulfilling that $|P_i|$ and $|\bar{P}_i|$ are conserved as seen in Figure 8.8. How fast it will deviate significantly from the bipolar oscillations depends on which mass hierarchy we consider, and we will return to this point when discussing the covariant Lyapunov vectors.

When doing the Lyapunov analysis, we have chosen to modify $\delta S_z$ to represent the mildly non-periodic case and modify $\delta S_y$ to represent the most chaotic case. Modifying all the other coordinates give results similar to either one or the other. We find the covariant Lyapunov vectors to be very similar within each group while the Lyapunov exponents are within $\sim 20\%$ for each group.

The first Lyapunov exponents for the non-periodic cases, $\lambda_1$, range from 0.68 to 1.23, so there is no large difference in how fast perturbations grow in the dominantly unstable directions. The second Lyapunov exponents, $\lambda_2$, however, shows a significant difference. In the normal hierarchy, the second Lyapunov exponents range from 0.52 to 0.79, but in the inverted hierarchy, the largest $\lambda_2$ is 0.082. This is not much larger than zero, and it indicates that there are directions which are almost marginally stable in the inverted hierarchy.

Comparing $\lambda_1$ to the stationary and bipolar cases, we find them to be approximately one third of the leading Lyapunov exponents in the stationary cases but quite similar to the bipolar case. As in the bipolar case, this means that a certain perturbation would need about three times longer to affect the solution in the non-periodic cases than it would in the stationary cases.

For the non-periodic cases it is even harder to digest the covariant Lyapunov vectors when shown along the trajectory due to its complicated nature. A few examples are shown in Figure 8.7 and Figure 8.8, but again we need to consider the averages to find patterns. The averages of the first and second covariant Lyapunov vectors are
Figure 8.9: Covariant Lyapunov vectors for modifications in the $\delta S_z$ direction in the $S_{1,2}, D_{1,2}$ coordinates. The average magnitude of each component is shown for every vector. Consult Figure 8.2 for notes on how to read the figure.

Figure 8.10: Covariant Lyapunov vectors for modifications in the $\delta S_y$ direction in the $S_{1,2}, D_{1,2}$ coordinates. The average magnitude of each component is shown for every vector. Consult Figure 8.2 for notes on how to read the figure.

seen in Figure 8.9 for $\delta S_z$ and in Figure 8.10 for $\delta S_y$. As in the previous cases, we have also tried to plot the vectors in the $\{+, -\}$-basis, but it does not provide any additional information except for the fact that the $D_{+z}$-component is zero. This is what we expect for generalized normal modes since $-D_{+z}$ is the projection of the total angular momentum on $B$ which is a conserved quantity. If we however plot the forward singular vectors in the $\{+, -\}$-basis, we find the $D_{+z}$-component to be non-zero for the $\delta S_y$ cases. For $\delta S_z$ we find the same for $\gamma_1$ in normal hierarchy and $\gamma_2$ in inverted hierarchy. This means that a small modification in the $D_{+z}$-direction will lead to a diverging solution. Not that it will diverge in the $D_{+z}$-direction, which is conserved, but the non-linear evolution will transfer the difference to other non-conserved coordinates.

If we now go back to $\delta S_z$ in Figure 8.9, we see some structure. $\lambda_1$ and $\lambda_2$ are comparable in size and of order one for the normal hierarchy, and the directions associated with $\gamma_1$ will only diverge a little faster than directions associated with $\gamma_2$. 
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As a result, the difference between $\gamma_1$ and $\gamma_2$ will not have large consequences in the normal hierarchy. For the inverted hierarchy, on the other hand, $\lambda_2 \sim 0$ while $\lambda_1 \sim 1$. This means that directions associated with $\gamma_2$ will diverge much slower than directions associated with $\gamma_1$. If we go back and compare the non-zero coordinates of $\gamma_2$ to the coordinates which give rise to the more chaotic solution exemplified by the $\delta S_y$ case, we find them to be identical. Interestingly enough, we also find these highly non-periodic trajectories to be slower filling out the phase space for the inverted hierarchy than for the normal hierarchy. We believe this to be a remnant from the low value of $\lambda_2$ in the less chaotic $\delta S_z$ case. For the stability of the system, this vanishing components of $\gamma_1$ in the inverted hierarchy indicate marginally stable directions. From a physical point of view, however, it is not clear how to perturb only $S_{1x}$ and not $S_{1y}$, so all the phases must be regarded unstable. On the other hand, a flavor perturbation with opposite effects on neutrinos and anti neutrinos would be marginally stable since the $D_{1z}$-components are vanishing as well as the $D_{1y}$-components, and this type of perturbation might be possible.

We will now turn to $\delta S_y$ in Figure 8.10 where we see that there is very little information to be gained. All components are present in all vectors. This is understandable since the trajectories cover all of the allowed polarization space which means we average over vectors pointing in all directions.

### 8.2.5 Conclusions

Our analysis has shown a way to generalize the linear stability analysis to periodic and even non-periodic solutions of a set of differential equations. The Lyapunov exponents quantifies how fast a small perturbation to a known solution can be expected to grow, and the covariant Lyapunov vectors generalize the normal modes from the stationary case and contain information about the dynamics of a given trajectory.

In the simple two beam model we have considered here, we have shown that the stationary case with very little flavor conversion is more unstable than the bipolar flavor changing case since the Lyapunov exponents are larger. Furthermore the covariant Lyapunov vectors show that some directions are marginally stable, so that perturbations confined to these directions will need a very long time to grow significantly if they will grow at all. This is for example the case for any perturbations in $S_{1z}$ where the flavor content of all neutrinos and anti-neutrinos are perturbed by the same amount.

For the non-periodic trajectories, we have investigated two different types of variations to the stationary and bipolar cases which lead to quite different behavior of the polarization vectors. In the less chaotic case, the trajectory resembles the bipolar solution to some degree, and some of the symmetries in the equations are unbroken. Again we found that the second Lyapunov exponent was quite small in the inverted hierarchy, and for the less chaotic case this means that perturbations in some directions grow very slowly. In the more chaotic case we struggled to find any structure in the covariant Lyapunov vectors at all, although they do have a tendency to be orthogonal to the polarization vectors which would also be expected since the lengths of the polarization vectors are conserved.

Physically the consequence of a large Lyapunov exponent is that a small perturbation introduced by a thermal fluctuation, an anisotropy, or an inhomogeneity might grow very fast. This is the case if the perturbation has a component of the Lyapunov vector...
corresponding to the large Lyapunov exponent. Therefore, the difference we have found between the Lyapunov exponents for the inverted and normal hierarchy is interesting. Most notably for the unperturbed symmetric case, where we find the Lyapunov exponent in the normal hierarchy to be six times as large as the Lyapunov exponent in the inverted hierarchy. This is of course also comparing a stationary to a bipolar case which really are two different solutions, but even for the non-periodic cases there is a difference. The consequence is that perturbations in the normal hierarchy grow faster than similar perturbations in the inverted hierarchy. If this pattern is also found in more realistic models, it might lead to significant differences between the normal and the inverted hierarchy in the early Universe or a supernova. In these environments we find a decaying neutrino background potential with time or radius respectively, and this decay limits the region where perturbations can grow. Therefore the growth rate will determine if the perturbation becomes large and changes the observable signatures.

Finally, while the results for this two beam model is of limited use when considering real physical systems, the Lyapunov analysis highlights that there is a lot of information about the stability of such a system to be found beyond a simple stationary linearization.
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8.2.A Numerical calculation of Lyapunov exponents and covariant Lyapunov vectors

The first numerical algorithm to calculate the full spectrum of Lyapunov exponents was proposed by Benettin et al. \cite{134, 165}. The leading exponent can easily be calculated by simply choosing a random vector in the tangent space and evolving it according to Equation (6.2). The only complication is that the components of the vector can exceed the value admissible for a float or a double. The ease of finding the leading Lyapunov exponent is also the curse for finding any of the other exponents. If the equations can be inverted, it is possible to find the smallest Lyapunov exponent from the inverted dynamics, but everything in between needs a trick.

The trick is to orthogonalize the vectors before they collapse into the most unstable direction. This can be done using a standard \textbf{QR}-decomposition where the unitary $Q$-matrix contains the orthonormalized vectors, and the diagonal of the upper triangular $R$-matrix contains the lengths of the orthogonalized vectors before they are normalized. These lengths are exactly what is needed in order to compute the Lyapunov exponents. For a trajectory divided in $k$ sections, the Lyapunov exponents are given by

$$\lambda_i \approx \frac{1}{t} \ln \left( \prod_{j=1}^{k} r_{jj} \right) = \frac{1}{t} \sum_{j=1}^{k} \ln r_{jj}. \quad (8.13)$$

This is a finite time version of Equation (6.4) where $||v(t_0)|| = 1$ since we orthonormalize the vectors in each step.

It turns out that in many cases, the convergence of $\lambda_i$ is quite slow. In order to improve this, Goldhirsch et al. \cite{139} showed that the error depends on time as $1/t$. This
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Figure 8.11: The asymptotic value of $\lambda_2$ is found at $1/t = 0$. The blue line shows the Lyapunov exponents obtained from the forward calculation for different time intervals while the red line shows the Lyapunov exponents obtained from the backward calculation. The black lines are fits where the first 300 time steps have been excluded. This plot is for the inverted hierarchy with the modification $\delta S_z$ and $S_{1x} = -S_{2x}$, and with the procedure for calculating the error described in the text, we find $\lambda_2 = 0.045 \pm 0.003$.

Figure 8.12: The asymptotic value of $\lambda_2$ is found at $1/t = 0$. The blue line shows the Lyapunov exponents obtained from the forward calculation for different time intervals while the red line shows the Lyapunov exponents obtained from the backward calculation. The black lines are fits where the first 2500 time steps have been excluded. This plot is for the inverted hierarchy with the modification $\delta S_y$ and $S_{1x} = -S_{2x}$, and with the procedure for calculating the error described in the text, we find $\lambda_2 = 0.062 \pm 0.003$ marked by a green point in the figure.
where plotting $\lambda_i(t)$ versus $1/t$ should yield a straight line where the asymptotic value for $\lambda_i$ is found at $1/t = 0$. An example of this is seen in Figure 8.11 where we show two sets of calculated Lyapunov exponents. As it can be seen in the Figure, the estimated asymptotic value will depend somewhat on the amount of data that is used when fitting the straight line. This is even more clear in Figure 8.12 where we show a smaller segment of the time axis. We have used this difference as a measure of the error in the computed Lyapunov exponents. The computed set of values contain 101000 time steps, and we have constructed a sample of different estimates of $\lambda_i$ by calculating $\lambda_i$ 500 times using the last 100900 to 51000 time steps. This is done for both the sets of values shown in Figure 8.11, and, finally, we calculated the mean and the standard deviation of this full sample to get $\lambda_i \pm \varepsilon$. For Figure 8.11 this gives $0.0455 \pm 0.003$, and for Figure 8.12 it gives $0.062 \pm 0.003$. Note that the different values in our samples are not independent, and thus the error we calculate should not be interpreted as a stringent standard deviation but rather as an indication of our level of precision. The lack of independence is partly due to the origin of the two different sets of values in Figure 8.11, but before we describe that, we need to understand how the covariant Lyapunov vectors are calculated.

The algorithm used to find the covariant Lyapunov vectors is a slight modification of the one presented by Kuptsov and Parlitz [135]. The idea builds mainly on what was proposed by Wolfe and Samelson [136] while Ginelli et al. [138] has an alternative approach.

The method we use to compute covariant Lyapunov vectors is to find the forward and backward singular vectors first and then calculate the covariant Lyapunov vectors. To find the backward singular vectors, we can consider an arbitrary vector $v$ in the tangent space. Almost any such vector will grow with the average rate $\lambda_1$ giving $|v(t_2)| = |v(t_1)| \exp(\lambda_1(t_2 - t_1))$. Using the time-reversed dynamics on $v(t_2)$, we find

$$M^{-1}(t_1, t_2)v(t_2) = M^{-1}(t_1, t_2)M(t_1, t_2)v(t_1) = v(t_1),$$

(8.14)

so $v(t_2)$ contracts at a rate $-\lambda_1$ under the backwards dynamics and therefore approaches $b_1(t_2)$ as we use longer time intervals. We assume that all Lyapunov exponents are non-degenerate, but the generalization to the degenerate case is straightforward. Considering an area spanned by $v$ and another arbitrary vector $u$, again for almost any choice of $u$, it will grow with the rate $\lambda_1 + \lambda_2$. This means that the component of $u$ orthogonal to $b_1$ must approach $b_2$ by an argument similar to the one above. This process can be repeated, and we can find all the backward singular vectors in this way by induction. Going back to our method for calculating the Lyapunov exponents, it should be clear that a byproduct of the calculation is that the backward singular vectors end up as the columns in the $Q$-matrix of the $QR$-decomposition.

With a more involved argument, it is also possible to show that the forward singular vectors can be obtained by using $M^T(t_1, t_2)$ and going backwards in time [135].

Having obtained the forward and backward singular vectors, we need a method to find the covariant Lyapunov vectors. Since the covariant Lyapunov vectors must respect both forward and backward dynamics, it must be possible to write the matrix $\Gamma(t) = [\gamma_1, ..., \gamma_n]$ as

$$\Gamma(t) = B(t)A^{-}(t) = F(t)A^{+}(t),$$

(8.15)

where $B(t)$ and $F(t)$ are the matrices of backward and forward singular vectors respectively. As the $i$th covariant Lyapunov vector must grow with only $-\lambda_i$ in the backwards
Chaotic flavor evolution in an interacting neutrino gas

dynamics, it can only have components from $b_j$ with $\lambda_j \geq \lambda_i$. This means that $A^-(t)$
can be chosen to be upper diagonal. Similarly $A^+(t)$ can be chosen to be lower diagonal.
Multiplying by $F^T(t)$, we get the equation

$$F^T(t)B(t)A^-(t) = A^+(t) \Leftrightarrow$$

$$F^T(t)B(t) = A^+(t)(A^-(t))^{-1},$$

which is a LU-factorization of $F^T(t)B(t)$. To find $A^-(t)$, we can restrict our attention
to the upper left $j$ times $j$ submatrix of $F^T(t)B(t)$ in Equation (8.16) and focusing on
the $j$'th column of $A^\pm(t)$. This gives an equation of the form

$$\begin{pmatrix}
  x_{11} & x_{12} & \ldots & x_{1j} \\
  x_{21} & x_{22} & \ldots & x_{2j} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{(j-1)1} & x_{(j-1)2} & \ldots & x_{(j-1)j} \\
  x_{j1} & x_{j2} & \ldots & x_{jj}
\end{pmatrix}
\begin{pmatrix}
  a_{1j}^- \\
  a_{2j}^- \\
  \vdots \\
  a_{(j-1)j}^- \\
  a_{jj}^-
\end{pmatrix} =
\begin{pmatrix}
  0 \\
  0 \\
  \vdots \\
  0 \\
  a_{jj}^+
\end{pmatrix}.$$  

(8.18)

Since the LU-factorization is unique only up to the diagonal of one of the matrices, we
 can eliminate the $j$'th row in the above matrix equation resulting in a homogeneous
system. Solving this to find $A^-(t)$, we can find $\Gamma(t)$ from Equation (8.15).

We now have all the tools to find the covariant Lyapunov vectors, but let us go
back and get the full overview of the numerical algorithm. To control the divergence of
the singular vectors, we solve the differential equations for short time steps $dt$ (we use
$dt = 0.05$) and use the result as the initial conditions for the next step. The calculation
goes through four different phases:

1. A random unitary matrix initialize $B$. The trajectory and propagator is found
for each time step, and $B$ is evolved by using the propagator and finding the
QR-factorization of the result. The $R$-matrix diagonal is saved. (We used 1000
steps)

2. The trajectory and propagator is found for each time step, and $B$ is evolved as
before. The $R$-matrix diagonal, the trajectory, and $B$ are saved. (We used 100000
steps)

3. The trajectory is found and saved for each time step as preparation. A random
unitary matrix initialize $F$. Starting with the last time step, the trajectory and
propagator is found from the previous time step and evolved to the current
one. $F$ is then evolved backwards in time by using $M^T$ on $F$ and finding the
QR-factorization of the result. The $R$-matrix diagonal is saved. (We used 1000
steps)

4. Starting with the last time step from phase 2, $F$ is evolved backwards in time
as described in phase 3. Knowing both $B$ and $F$, Equation (8.15) and (8.18)
gives the covariant Lyapunov vectors. The $R$-matrix diagonal and the covariant
Lyapunov exponents are saved. (We used 100000 steps as in phase 2)

In this way, we find the covariant Lyapunov vector, and it is possible to save the
forward singular vectors if we are interested in those. Furthermore, we obtain two sets
of data from which we can estimate the Lyapunov exponents. The caveat here is that these two sets of data are not independent as they originate in the same trajectory. In order to eliminate this dependency, we would need to skip one of the data sets, and thereby we would lose some of our precision.
8.3 Further developments in the multi-azimuthal-angle instability and inhomogeneities in collective neutrino oscillations

Due to the highly simplified nature of the model analysed in the previous section, the implications of the results for our knowledge of real supernova neutrinos are limited. However, some interesting features are highlighted by the analysis such as the relative rates of divergence and the type of perturbations that will set off such divergences. Yet the most important message to take, is the applicability of Lyapunov analysis on supernova neutrinos. One interesting exercise is to compare the results obtained by Mirizzi [159] for a more realistic toy-model to the results from the previous section.

The model Mirizzi studies can basically be described as a neutrino emitting ring, which is a two dimensional analogue for a supernova. It is assumed that the neutrinos are only emitted in the two directions parallel to the surface of the ring, and in this way it is quite similar to the system we discussed. This is especially the case when the neutrinos are assumed to be emitted homogeneously from every point of the ring, whereas the calculations allowing for a inhomogeneity has distinctively different features. The homogeneous results show that for the normal hierarchy, a perturbation of the size $10^{-3}$ becomes important at a radius of 80km, while the larger perturbation of $10^{-2}$ needs 180km to become important in the inverted hierarchy. This means that the growth rate in the normal hierarchy was $\sim 3.5$ times larger than it was in the inverted hierarchy. This result follows the lines of our Lyapunov exponents, where we found that the normal hierarchy give rise to a value $\sim 6$ times larger than the inverted hierarchy. This result follows the lines of our Lyapunov exponents, where we found that the normal hierarchy give rise to a value $\sim 6$ times larger than the inverted hierarchy. The difference can well be due to the quite different geometry that is present in the two different cases, but it might also be due to the type of perturbation used. We found that the unstable Lyapunov vectors for the normal hierarchy (which almost coincide with the normal modes) mainly point in the $P_x$- and $P_y$-directions$^4$, and the small component in the $P_z$-direction is due to the mixing. The perturbation used by Mirizzi in introduced in the flux and the $x$- and $y$-components of the perturbation would hence also be reduced by the mixing angle. As the mixing angle used was $10^{-2}$, it is quite possible that this actually suppresses the perturbation to an effective $10^{-5}$. A value which would mean that the growth rate is actually $\sim 6$ times higher in the normal hierarchy than in the inverted hierarchy just as we found.

Assuming that the essence of this discussion is actually correct, it would mean that a similar perturbation in the oscillation phase would lead to conversion at a significantly lower radius, but in doing this, we neglect the important phenomenon of synchronised oscillations that could well suppress the conversion. Only a detailed calculation will be able to show if that is the case.

The next instability in collective oscillations that has been characterised is present when the assumption of homogeneity is abandoned. Although the initial studies introduced the inhomogeneity in one coordinate while the velocity was defined in a two-dimensional space, they were effectively one-dimensional [131, 158, 166]. The interesting feature of this instability is that it exists at very high neutrino density for very small scales. The implication for simulation is that one would need to follow

---

$^4$Notice that we use the coordinate system from the previous section rather than the one used by Mirizzi in [159].
almost arbitrarily small scales when going to the very centre of the supernova where
the neutrino density is highest. The work by Mirizzi discussed above is the latest
development on the numerical side, where the one dimensional model has been wrapped
into a ring [159], while the task of analysing a two dimensional model and including the
matter effect has been done in [6].

The results in the two-dimensional model are very similar to what was found in the
1D case, although a new unstable mode appears. The inclusion of the matter effect
turns out to be more interesting, as it suppresses the small scale modes at high densities
to the point where the homogeneous mode is practically always the first one to become
unstable. This means that the problem of simulating such a system can probably be
overcome using a finite resolution, although the details will depend on the density
profile of the supernova. Despite these first steps towards a better understanding of the
inhomogeneity instability, there is still a lot to learn. The full system is described by a
non-linear partial differential equation for the mixing in three momenta for every point
in the supernova that one wishes to model, and is impossible to handle. Some of the
issues that are known to have an important impact and that has not been included in
the inhomogeneity studies until now are neutrinos from the halo [157] and some of the
more nasty details of supernova explosions [167], but on top of that, there might well
be new and unexplored problems hidden somewhere in the 7 dimensional phase space.
Part III

Future developments

*Det er svært at spå, især om fremtiden.*  
(*Predicting is hard, especially the future.*)

— Storm P.
Although predicting the future is always dangerous, there are several interesting experiments that we can expect to give results in the coming years, and some of the major efforts for the more distant future are also planned already. This said, the progress often presents itself in unexpected ways.

Experiments elucidating the elusive neutrino

Some of the near future experiments that have the tightest connection to this thesis are the efforts for testing the neutrino anomalies. There are several different approaches towards this goal. The most popular method is to install a detector at a nuclear reactor, which is either segmented, can move, has good sensitivity to the spectrum or a combination of several of these. The second option is to take a dedicated neutrino detector, that has an accurate determination of the point where the neutrino is detected and place a strong neutrino source in the near vicinity or even inside the detector. The third approach is to use accelerator neutrinos just as the LSND and MiniBooNE experiments did and observe either appearance or disappearance of the neutrinos.

A few of the nuclear reactor experiments are already running. These include NUCIFER [20] and DANSS [168], but their original design was intended for reactor monitoring and not to search for sterile neutrino oscillations, and therefore they are only sensitive to part of the interesting parameter space. Some of the future experiments are instead dedicated to the search for oscillations into sterile neutrino e.g. Stereo [20] in France, Neutrino4 [169] in Russia and Prospect [170] in the United States. Taking the STEREO experiment as an example, the goal is to determine the neutrino energy spectrum at different distances of the reactor core. To achieve this, a detector with a gadolinium doped liquid scintillator is used. The antineutrinos hit a proton resulting in an inverse beta decay: $\bar{\nu}_e + p \rightarrow e^+ + n$. The positron is then detected using the emitted light from the liquid scintillator, while the neutron is captured by gadolinium which subsequently decays emitting a $\gamma$-ray. Typical challenges involved in these experiment are the proximity of the surface imposed by the location of the nuclear reactor; neutrons and $\gamma$-rays from the reactor itself as well as the radioactivity of the surroundings. Depending on the time needed for data analysis, NUCIFER could release results soon, while DANSS is still taking data, and the time frame for the remaining experiments is slightly longer.

The dedicated neutrino detectors that have been suggested as promising sites for testing the neutrino anomalies using strong radioactive sources are the Borexino [171] and the KamLAND detectors [172]. The advantage of these experiments is that both the detector and the source are expected to be well understood, and as for the nuclear reactor experiments, it should be possible to see neutrino oscillations both as a function of energy and of position. The major challenge is to first produce the strong source and afterwards transport it from the production plant to the site of the experiment. The transport is complicated by the requirement of fast deployment for the highest possible activity combined with the fact that many countries have placed heavy restrictions on radioactive nuclear material due to safety concerns. The current schedule for SOX places the first experiments with a cerium source in 2016, while details of the time plan for CeLAND are unknown.

Various accelerator experiments are also running and being planned. The ICARUS
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The OPERA experiment, which has stopped data taking, has been mentioned earlier in the thesis, but the OPERA experiment which is also using the CNGS beam can also give some limits on sterile neutrino oscillations [173]. Others of the major running experiments are NO$\nu$A, MINOS+ and the T2K experiment. These tend to be multipurpose neutrino experiments in that they both aim to measure neutrino cross sections as well as putting constraints on various aspects of neutrino oscillations, including sterile neutrinos. One of the future efforts is the MicroBooNE experiment which will continue the work that originally started with LSND and was continued with MiniBooNE. It will even use the same beam that was also used for MiniBooNE. All of these experiments use large existing accelerator facilities to produce a beam which travels between 100’s of meters and 1000’s of kilometers, but there is also an alternative approach. This is to make a small accelerator and place it near an existing detector, a method proposed by the IsoDAR collaboration.

As has probably been demonstrated by now, there are a lot of experiments that aim to resolve the neutrino anomaly problem within the coming years, but apart from this, there are also many other interesting experiments that are progressing forwards.

After the Daya Bay experiment successfully determined the $\theta_{13}$ mixing angle by measuring reactor neutrinos, the collaboration behind it has worked on an improved detector and site, which has resulted in the plans for JUNO. The new detector will allow for an improved measurement of the mixing parameters, and ultimately a determination of the neutrino mass hierarchy. Due to the large and sensitive detector, it will furthermore be possible to measure neutrinos from the Sun, from supernova and geo-neutrinos.

Although the JUNO project is ambitious, it will by no means be the largest neutrino detector. That prize goes to ICECUBE at the South Pole, which consist of 1km$^3$ of instrumented ice. The main goal of ICECUBE is to measure neutrinos from outside our solar system, but in doing this, it also measures a lot of atmospheric neutrinos. The large volume of the detector allows it to detect extremely high energy events with energies above 1PeV, but a large distance between the photon detectors limits its efficiency for low energy events. This also means that the prospect for determining the mass hierarchy using ICECUBE itself are not good. In order to contribute towards this goal as well, the collaboration will be installing PINGU, which is a far more densely packed grid of detectors, making it capable of measuring low energy atmospheric neutrinos.

Another approach towards the mass hierarchy is to determine the masses themselves. This has been the goal for the KATRIN experiments for more than a decade now, but as the various components are assembled, results are moving closer. The idea is to use the decay of tritium from a strong source to measure the detailed electron spectrum. Knowing what the maximal available energy to the neutrino should be in the case of a massless neutrino, it is possible to determine the neutrino mass from the shape of the electron spectrum end point. Using similar techniques, the neutrino mass has been constrained to $\leq 2.3 \text{eV}$, but the goal of KATRIN is to put a limit of $\leq 0.2 \text{eV}$ which is estimated to be the ultimately achievable precision with this type of experiment.

Finally, one of the other fundamental and unknown properties of the neutrino is its particle type. If it is its own antiparticle, it is the first known fundamental Majorana fermion and otherwise, it is a Dirac fermion just as the quarks and the charged leptons. If it is a Majorana particle, it should be possible to observe double beta decay without any emitted neutrinos, an experimental signature which both the Gerda and the Majorana experiments look for using germanium as both sources and detectors. Other experiments
such and EXO and NEMO use other elements that decay through double beta decay, but so far none of the experiments have been successful in observing a reproducible signal.

Given the large number of experiments, it is impossible to predict where the next interesting results are going to come from. Even with the many experiments mentioned here, a lot of interesting projects have been omitted, which fortunately means that the prospects for learning more about neutrinos are bright.

Other particular experiments

Although a great effort is put towards understanding neutrinos, they do not feature prominently at the largest particle experiment of them all, the Large Hadron Collider (LHC). After run-1 with collisions at 7 and 8TeV has produced evidence for a Higgs (like) particle with a mass of 125GeV, the collider is now running again with an energy of 13TeV. This higher energy will of course be used for further characterising the Higgs boson, but there are also a few interesting hints in the data from run-1 that could be new physics (or just the usual statistical fluctuations).

Currently, both Atlas and CMS see an excess in diboson channels at or just below 2TeV. The local significance for Atlas is $\sim 3\sigma$, and at CMS it is even lower, but the fact that both experiments see something around the same energy makes it slightly more interesting than the standard $3\sigma$ fluctuation. The problem is that the signal is hard to explain using simple models as the Atlas excess requires a rather large coupling between a hypothetical new particle and the light quarks, but still a decay channel that is dominated by diboson events. On top of this, the cross sections seen by Atlas and CMS are inconsistent although the processes they measure are somewhat different. Considering this, the most probable outcome is that the signal is gone in the run-2 data, and otherwise we will need some rather convoluted theoretical models to explain this.

Both Atlas and CMS have also reported other excesses. In Atlas’ case e.g. an excess in a search for squarks and gluinos, and for CMS a signal that could be a neutralino. The common property of all these cases is that the other experiment did not see anything, which makes it quite unlikely that it is an actual signal.

One of the more persistent stories throughout the first run, is the anomalies observed by LHCb and CMS in B-mesons decaying to Kaons. Although there could be quite complicated physics involved, some of the deviations are seen in quite clean channels such as the ratio of $B^+ \rightarrow K^+ + e^+ + e^-$ and $B^+ \rightarrow K^+ + \mu^+ + \mu^-$, where most uncertainties should cancel, and lepton flavour universality gives a solid prediction of the ratio. While we currently do not have well established models that would predict this sort of signals, it is allegedly not too hard to think of new particles and Lagrangian terms that would give rise to just such a signature. Fortunately, there will soon be more data, and as for the other hints, there is a good chance to know for sure within some years.

Despite these few hints for new interesting physics, it is hard to know what to expect from run-2 of LHC, and the common wisdom seems to be that there is a significant chance that nothing beyond the Standard Model will show up. Theoretically there are not any really good reasons to believe that new physics should be just around the corner, and most of the experimental data in particle physics are already well understood.
Another field where the risk of no signals is non-negligible is the search for dark matter. Especially the WIMP-paradigm is under pressure as the interesting cross sections are being probed by larger and larger detectors such as LUX and Xenon-1000 using xenon both as a target nucleus for interactions with the dark matter and as a liquid scintillator. While these experiments are leading the field at higher masses, germanium and silicium detectors such as CDMS are dominating the lower mass range. It is not that there have been no possible detections, but unless very specialised models are considered, all of these are ruled out by more sensitive experiments.

Yet another way to search for dark matter is to look for indirect signals from annihilation and decay. This was where the possible 7keV sterile neutrino signal was seen which we discussed in Part I. As already mentioned, this signal will be tested by new observations [36] which can hopefully enlighten the discussion, but there are also other signals that could come from dark matter. The Fermi-satellite has provided one of these signals [174], where an excess was observed in the galactic centre with a shape consistent with a NFW-profile. This can be interpreted as an annihilating WIMP, but the required cross section is being pushed by the latest results from LUX and Xenon. Another interesting excess was observed already by the PAMELA satellite that found a rising positron fraction for larger energies [175]. These positrons could come from dark matter, but it is also very possible that they are of astrophysical origin. The latest chapter in this story was written when the AMS-02 [176] experiment reported that the positron fraction levels out at even higher energies. As it turns out, this can actually be explained if the positrons come form secondary production [177]. If future measurement were to find a sharp decline, the secondary origin would be rejected, and the most probable source would be pulsars or dark matter [178].

To summarise, there are several interesting excesses and signals both in particle and astroparticle experiments, although only few of them seem to have a reasonable chance of being anything but experimental effects, random fluctuations or complex astrophysics.

Megaparsec milestones

On the cosmological side of things, Planck has just released the latest version of their data [179], and it will take the community a while to digest the results. However, the room for surprises is quite limited as the cosmological parameters inferred by the official analysis gave very few deviations from what was expected for ΛCDM [21]. With these results, the power spectrum of CMB anisotropies has been measured as well as it is possible up to reasonably high multipoles given that we only have one sky to look at. Future improvements will come from even higher multipoles that are observed from telescopes, and possibly also from improved measurements of the CMB spectrum. Most of the major current efforts are however pointing in other directions.

Both the Euclid space mission and the LSST teleskope will aim to map structures in the universe using weak gravitational lensing. The idea is that the observed shapes of galaxies are deformed by objects between the observer and the galaxy. Thus it is possible to infer the distribution of matter and properties of space given statistical knowledge of the original shapes of the galaxies. While this technique is already being used, the scale and coverage of Euclid and LSST are unprecedented and the results will
improve constraints on cosmological models significantly [72].

Another promising approach for observing the Universe is to use the 21cm line from neutral hydrogen which comes from a forbidden transition between two hyperfine levels. The unique property of this line is that it can probe the “Dark ages” of the Universe when the Universe was filled with neutral hydrogen after recombination and before the first stars were formed. This era ended as soon as the first stars and other radiating objects started to ionize hydrogen again during reionization. The impact of such observations will of course be a better understanding of the reionization itself, but it will also give an invaluable insight into the early parts of structure formation that cannot be probed in any other way. The challenge for such observations is that the foregrounds are as large as $\sim 1000$ times the signal we would like to observe, and hence a great deal of work and ingenuity will be required in order to reliably subtract foregrounds and obtain a clean signal.

The next galactic supernova

The final part of this thesis has been focussed on supernova neutrino oscillations, and although there might be the possibility of observing a diffuse background of supernova neutrinos from other galaxies, the only real test of the theory would come if we got a galactic supernova. The estimated rate is around one supernova per 30-50 years, if we look for radioactive Al-26 which is mainly produced by massive stars [180] or look for the supernova rate in other similar galaxies. Looking at the historic observations however, there are far fewer recorded supernovae than this which is probably explained by obscuring galactic dust. For neutrinos this is not an issue, although it would be advantageous to have the supernova light curve as well as the neutrino events for an improved understanding of the explosion. Given the rate, there should occur 1-2 galactic supernovae in a lifetime, and as I just missed SN1987A with a few months (which does arguably not count anyway as it was located in the Large Magellanic Cloud), I am still looking forward to my first one.

The possibility of observing neutrinos from a galactic supernova relies on the existence of large neutrino detectors that are continuously monitored. These will usually be constructed for other purposes, and currently there are a few around the Earth. The most important are the Super-Kamiokande, ICECUBE, Borexino, KamLAND and LVD. The last one is actually a dedicated detector for neutrinos from stellar collapses, while all of the others mainly look for neutrinos from other sources. Here the ICECUBE neutrino detector stands a bit out, as it was not designed for so low energy neutrinos. However, the sheer number of low energy neutrinos would give a significantly increased background that could be observed, although the detector would not be capable of resolving individual events. The highest event rate is expected for Super-Kamiokande due to its large volume, and a supernova at the galactic centre is estimated to give $\sim 4000$ events. With so large statistics, it is conceivable that even relatively fine features of the neutrino signal can be resolved. In the future even more powerful detectors such as the Hyper-Kamiokande and Juno will join the club, and we can expect an even better signal. The beauty is that we cannot know if they will make it in time. The next galactic supernova might be observed just now, or we might have to wait several decades.
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